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Abstract

In this paper, a new multispectral image wavelet representation is introduced, based on multiscale

fundamental forms. This representation describes gradient information of multispectral images in a mul-

tiresolution framework. The representation is in particular extremely suited for the fusion and merging

of multispectral images. For fusion as well as for merging, a strategy is described. Experiments are

performed on multispectral images, where Landsat Thematic Mapper images are fused and merged with

SPOT Panchromatic images. The proposed techniques are compared to wavelet-based techniques de-

scribed in the literature.
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I. Introduction

Many image processing and analysis techniques make use of the image edge information,

that is contained in the image gradient. This paper deals with vector-valued images,

examples of which are vector-valued images are color images, medical images obtained

using different imaging modalities (MRI, CT, ...) and remote sensing multispectral images.

When dealing with vector-valued images, the concept of gradient needs to be reconsidered.

A nice way of describing edges of vector-valued images is given in [1]. Here, the images

”first fundamental form”, a quadratic form, is defined for each image point. This is a local

measure of directional contrast based upon the gradients of the image components. This

measure is maximal in a particular direction, that in the greylevel case is the direction

of the gradient. Based on this definition, in [2], a colour edge detection algorithm was

described and a colour image anisotropic diffusion algorithm was described in [3].

In this paper, a new vector-valued image wavelet representation is presented. This

representation allows for a multiscale edge description of vector-valued images. The idea

for the representation is based on the first fundamental form of [1] and the dyadic wavelet

representation of Mallat, presented in [4]. The latter decomposes an image into detail

images that are convolutions of the image with derivatives of a smoothing function. These

detail images can be written as the derivatives of the image, smoothed at different scales.

This observation allows for a definition of multiscale fundamental forms. The eigenvectors

and eigenvalues of these quadratic forms describe the directions and rates of change of the

vector-valued image at that particular scale.

In this paper we will apply this concept to the problem of fusion and merging of mul-

tispectral images. A recent overview of the problem of multispectral image fusion and

merging is given in [5]. We define image fusion as the combination of several bands of

a vector-valued image into one greylevel image. Applications are image enhancement for

visualization and reduction of the complexity of classification tasks [6], [7], [8], [9]. We will

refer to image merging as the process of combining a greylevel image with each band of a

vector-valued image in order to improve the spatial resolution of the vector-valued image.

Applications are the combination of a high-resolution greylevel image with a low-resolution

multispectral image to obtain high-resolution multispectral information[10], [11], [12]. An
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example is given by the merging of SPOT Panchromatic data with Landsat Thematic

Mapper multispectral images [13], [14], [15], [16], [17].

Most of the fusion and merging techniques described in the literature are pixel-based.

Many techniques are based on multiresolution processing. The multiresolution approach

allows for a combination of edge information at different scales. A very popular paradigm

is given by the wavelet transform [10], [6], [15], [9]. Other methods, like pyramid-based

fusion were also described [18], [19]. The rule for combining the detail information is an

important issue. The most common rule for fusion is to take the detail coefficient from

one of the bands (e.g. the one with highest energy). For merging the most common rule

is substitution (e.g. substitution of the detail images of a high-resolution greylevel image

into the wavelet representation of a lower-resolution multispectral image). In a concept,

called ARSIS, the statistics of the detail coefficients are modelled before substitution [17].

In both cases, using the simple combination rules, important information can be lost. In

the case of fusion, other bands than the one containing the maximum can contribute to an

improved visualization. In the case of merging, the low-resolution band that is substituted

by the high resolution image can contain important directional information, that is not

present in the substituted image.

Instead, we propose to use other rules, based on the concept of Multiscale Fundamental

Forms. This concept allows for a detailed simultaneous description of directional informa-

tion of all bands involved. We will demonstrate that this description is extremely useful

for designing fusion and merging strategies.

The paper is organized as follows. In the next section, the concept of multiscale fun-

damental forms is introduced. In section 3, a strategy for image fusion is elaborated and

experiments on multispectral Landsat images are performed to test the technique and

compare it to standard wavelet fusion. In section 4, a strategy for image merging is de-

veloped and experiments on SPOT panchromatic and multispectral Landsat images are

performed to test and compare the technique to standard wavelet merging.
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II. Vector-valued Edge Representation using Multiscale Fundamental

Forms

A. The first fundamental form

For the derivation of the first fundamental form, we will follow [1]. Let I(x, y) be a

vector-valued image with components In(x, y), n = 1, ...N . The value of I at a given point

is a N -dimensional vector. To describe the gradient information of I, let us look at the

differential of I. In a Euclidean space:

dI =
∂I

∂x
dx +

∂I

∂y
dy (1)

and its squared norm is given by (sums are over all bands of the image):
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This quadratic form is called the first fundamental form (in fact, to be correct, δxy should

be added to G, but this is ignored in most of the literature [2]). It reflects the change in

a vector-valued image. The direction of maximal and minimal change are given by the

eigenvectors of the 2 × 2 matrix G. The corresponding eigenvalues denote the rates of

change. For a greylevel image (N = 1), it is easily calculated that the largest eigenvalue

is given by λ1 = ‖∇I‖2, i.e. the squared gradient magnitude. The corresponding eigen-

vector lies in the direction of maximal gradient. The other eigenvalue equals zero. For a

multivalued image, the eigenvectors and eigenvalues describe an ellipse in the image plane.

When λ1 � λ2, the gradients of all bands are more or less in the same direction. When

λ2 � λ1, there is no preferential direction. The conjecture is that the multivalued edge

information is reflected by the eigenvectors and eigenvalues of the first fundamental form.

A particular problem that occurs is that the diagonalization does not uniquely specify

the sign of the eigenvectors. This has been extensively studied in [2]. There, it was proven
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that the eigenvectors can be uniquely oriented in simply connected regions where λ2 �= λ1.

Based on this, an algorithm was proposed to orient the eigenvectors, keeping the angle

continuous in local regions.

B. The dyadic wavelet transform

In this paper, we expand the concept of the first fundamental form towards a mul-

tiresolution description. The wavelet transform employed in this work is based on non-

orthogonal (redundant) discrete wavelet frames introduced by Mallat [4] . Let θ(x, y) be

a 2-D smoothing function. Supposing θ is differentiable, define

ψ1(x, y) =
∂θ(x, y)

∂x
and ψ2(x, y) =

∂θ(x, y)

∂y
(3)

The wavelet transform of a greylevel image I(x, y) is then defined by:

D1
s(x, y) = I ∗ ψ1

s(x, y) and D2
s(x, y) = I ∗ ψ2

s(x, y) (4)

where ∗ denotes the convolution operator and

ψ1
s(x, y) =

1

s2
ψ1(

x

s
,
y

s
) and ψ2

s(x, y) =
1

s2
ψ2(

x

s
,
y

s
) (5)

denote the dilations of the functions ψi. s is the scale parameter which commonly is set

equal to 2j with j = 1, ..., d. This yields the so called dyadic wavelet transform of depth d.

D1
2j and D2

2j are referred to as the detail images, since they contain horizontal and vertical

details of I at scale j.

In practice, this transform is computed by iterative filtering with a set of low and high

pass filters H and G, associated with the wavelets ψ1 and ψ2. These filters have finite

impulse responses, which makes the transform fast and easy to implement.

L2j+1(x, y) = [Hj,x ∗ [Hj,y ∗ L2j ]] (x, y)

D1
2j+1(x, y) = [dj,x ∗ [Gj,y ∗ L2j ]] (x, y)

D2
2j+1(x, y) = [Gj,x ∗ [dj,y ∗ L2j ]] (x, y) (6)

L1 = I and d is the Dirac filter whose impulse response equals 1 at 0 and 0 otherwise.

Thus the wavelet representation of depth d of the image I consists of the low resolution

image L2d and detail images {Di
2j}i=1,2

j=1,...,d.
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Substitution of (3) and (5) in (4) yields the following interesting property:


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This stipulates that the wavelet transform of a greylevel image consists of the components

of the gradient of the image, smoothed by the dilated smoothing function θ2j .

C. The multiscale fundamental form

Based on (7), for vector-valued images a fundamental form can be constructed at each

scale. Similar to (2), and applying (7), the squared norm of the differential of (I∗θ2j)(x, y)

is given by:
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where D1
n,2j and D2

n,2j are the j-th scale detail coefficients of the n-th band image. This

quadratic form will be referred to as the j-th scale fundamental form. It reflects the

change in the j-th scale smoothed image and therefore the edge information at the j-th

scale. The direction of maximal and minimal change are given by the eigenvectors v+
2j and

v−
2j of the 2× 2 matrices G2j . The corresponding eigenvalues λ+

2j and λ−
2j denote the rates

of change. The eigenvectors and eigenvalues describe an ellipse in the image plane, where

the longest axis denotes the direction of the largest gradient at scale j and the shortest

axis the variance of gradient at scale j around that direction.

For a greylevel image, one obtains

λ+
2j(x, y) = 2−2j

[
(D1

2j)2(x, y) + (D2
2j)2(x, y)

]
= ‖∇(I ∗ θ2j)‖2

v+
2j(x, y) =

∇(I ∗ θ2j)

‖∇(I ∗ θ2j)‖ (9)

i.e. the first eigenvector denotes the direction of the gradient of the j-th scale smoothed
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image, while its corresponding eigenvalue denotes its length. Also remark that:

D1
2j(x, y) =

√
λ+

2jv
+
2j ,x(x, y)

D2
2j(x, y) =

√
λ+

2jv
+
2j ,y(x, y) (10)

i.e. the original representation of a greylevel image is obtained by projecting the first

eigenvector, multiplied by the square root of the corresponding eigenvalue onto the x and

y-axes.

In vector-valued images the edge information is contained in both eigenvalues. In this

paper, for the purpose of image fusion and merging, the conjecture is made that only

the first eigenvector and eigenvalue of the multiscale fundamental forms describe the edge

information of a multivalued image in a multiresolution way. The vector-valued image can

be represented at each scale by:

D1,+
2j (x, y) =

√
λ+

2jv
+
2j ,x(x, y)

D2,+
2j (x, y) =

√
λ+

2jv
+
2j ,y(x, y) (11)

The same problem as in the single scale case occurs: the matrix diagonalization does

not uniquely specify the signs of the eigenvectors. This phenomenon translates in the

vector-valued image problem as arbitrariness of the gradients orientation. From (11), this

orientation reflects on the sign of the detail coefficients that can flip incoherently from one

pixel to another. Therefore the orientation must be determined before a reconstruction can

be calculated. Instead of following the proposal of [2], we propose a more simple solution

to this problem. The orientation of the gradient is approximated by the orientation of the

gradient of the average of all bands. The average of the bands is calculated and wavelet

transformed. The product of the obtained detail coefficients D
1
2j and D

2
2j with the first

eigenvectors then determines the signs: if D
1
2jv+

2j ,x + D
2
2jv+

2j ,y ≥ 0 then the sign of the

eigenvector is not changed, if this product is negative, then the sign of v+
2j ,x is flipped.

III. Multispectral Image Fusion

Image fusion is the process of combining several, perfectly registered images into one

greylevel image. This technique is applied on multispectral satellite imagery [20], [21]

as well as on biomedical multimodal imagery [22], with the purpose of visualization and
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of reducing the complexity for classification and segmentation tasks. Another important

application in the literature is the fusion of multisensor imagery as for instance provided

by ground based or airborne (military) platforms and surveillance devices [23], [24], [9].

Another important application is found in the automotive industry [18], [25]. In a multires-

olution approach, the wavelet representations of all bands are combined into one greylevel

image wavelet representation. In [6] the detail coefficients between different bands are

compared and for each pixel the largest one is chosen to represent the fused image.

Using the proposed representation, a fusion algorithm can be constructed in the fol-

lowing way. All bands are wavelet transformed using (6). For each scale, the multiscale

fundamental forms are calculated using (8). After diagonalization, the wavelet representa-

tion (11) is obtained. A low resolution image is obtained by averaging the low resolution

images of the original bands: L̄2d = 1
N

∑N
n=1 Ln,2d . The obtained representation is then

given by: L̄2d and {Di,+
2j }i=1,2

j=1,...,d. Reconstruction generates a greylevel image that contains

the fused edge information of the different bands. In figure (1) a schematic overview of

this fusion algorithm is given.

To demonstrate the proposed fusion technique, the following experiment is conducted.

As a test image remote sensing data is used: a Thematic Mapper image from the Huntsville

area, Alabama, USA, containing 7 bands of 512x512 images from the U.S. Landsat series

of satellites. Two bands (bands 1 and 4) are fused into one greylevel image. In figure (2),

the result is shown. Figure (2a) and (2b) show the two original bands. Two dominant

features, a river and a builded area are clearly visible in one of the bands, and hardly

visible in the other band. In figure (2c), the result of the proposed technique is shown. In

figure (2d), the result of the wavelet fusion technique of [6] is shown. The same wavelet

redundant wavelet representation as in the first image is applied on every band. For each

pixel position and at each scale, the largest absolute detail coefficient of the different bands

is taken to be the detail coefficient of the fused image: D̃i
2j(x, y) = maxn | Di

n,2j(x, y) |.

One can observe that both features, the river and the builded area are clearly visible

in both fused results. This experiments merely shows that the proposed fusion technique

visually leads to similar results as the wavelet-based fusion techniques from the literature.

The proposed technique appears to have an improved overall contrast compared to the
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wavelet maxima procedure, but it is hard to quantify these results. For this, human

observer experiments should be performed. For fusion, particular task performance has

been studied [26], [27], [28], [29], [30]. In the next section, we will demonstrate that the

proposed technique is extremely useful for a specific fusion process, namely the merging

of multispectral images.

IV. Multispectral Image Merging

A problem, related to image fusion is that of image merging. This technique is applied

in multispectral satellite imagery, where e.g. a high-resolution greylevel image is merged

into a lower resolution multispectral image to enhance its spatial resolution. A typical

application is given by merging a high-resolution SPOT Panchromatic image with a lower-

resolution Landsat Thematic Mapper multispectral image to improve the spatial resolution

of the latter, while preserving its spectral resolution.

We design a merging procedure in the following way. Each band of the multispectral

image is merged with the panchromatic image into one representation, using (11). To

preserve the spectral information, the low resolution image of the multispectral bands

wavelet representation is retained. The merged bands wavelet representation is now given

by Ln,2d , {Di,+
2j }i=1,2

j=1,...,d. After reconstruction, this leads to an merged result from the

original band and the panchromatic image.

To compare, the substitution techniques from the literature are applied. Two different

techniques are used. In the first, the detail images of each band of the multispectral image

are replaced by the detail images of the panchromatic image [13]. We will refer to this

technique as MERGE1. In the second approach, the same replacement takes place, but

on top of this, the low-resolution wavelet images of each band of the multispectral image

are replaced by the original bands [15]. We will refer to this technique as MERGE2.

The following experiments are conducted. In the first experiment, band 1 of a Landsat

Thematic Mapper 7-band image is used to form a (high-resolution) panchromatic image.

In the mean time, 3 bands of the image are chosen to form a color image (band 7 is

Red, band 4 is Green and band 2 is Blue) , that is smoothed (with a gaussian mask with

σ = 5) to represent a lower-resolution multispectral image. The same image as before

is used. In figure 3, the panchromatic and the multispectral image (intensity only) are
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shown. Merging is performed using MERGE1, MERGE2 and the proposed technique.

The resulting multispectral images (intensity only) are shown in figure 4.

Two main features are visible in the images: a river and a builded area. The images are

composed in such a way that one of the features (the river) is visible in the multispectral

image, but hardly visible in the panchromatic image, while the other feature (the builded

area) is mainly visible in the panchromatic image. By using replacement as a merging

rule, the features that are not present in the panchromatic image will be discarded. The

proposed merging rule however will still take the lower-resolution edge information from

the multispectral image into account. The difference can be clearly observed in the merged

images. The proposed technique displays the river with much higher resolution than the

two other techniques, while the overall contrast and resolution of the remaining of the

images is comparable.

In the second experiment, A SPOT Panchromatic image is merged with a three-band

Landsat multispectral image. The SPOT image has a resolution of 10m, while the Land-

sat images have a resolution of 30m. Again, the merging procedure aims at enhancing

the spatial resolution of the multispectral image by merging it with the high-resolution

spatial information of the panchromatic image. In this experiment, the differences in spa-

tial resolution are smaller than in the previous experiment. Therefore, the differences in

spatial resolution between the different merged results will be visually smaller. However,

the preservation of the spectral resolution is also an important issue. The aim of this

experiment is to demonstrate that the proposed technique better preserves the spectral

information. To compare we will adopt the two wavelet-based mergers MERGE1 and

MERGE2, and a standard merging method, based on the Intensity-Hue-Saturation trans-

formation [31]. Here, the multispectral image is IHS-transformed, and the panchromatic

image is merged into the I-component. We will refer to this technique as IHS.

In figure 5, the original SPOT and Landsat images are displayed. In figure 6, the merged

results are shown, using IHS and MERGE1 (intensity only). In figure 7a and c, the merged

result using the proposed technique and MERGE2 (color versions) is shown. With respect

to the spectral resolution the results are visually convincing. The spectral information

of the proposed technique very much resembles that of the original Landsat image, while
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MERGE2 display a poor spectral resolution. The color versions of the merged results of

IHS and MERGE1 are not shown here but are similar to the result of MERGE2.

With respect to the spatial resolution, results are visually not really different. In fact,

an apparent loss in spatial resolution can be observed using the proposed technique. This

effect originates from a saturation of the bright areas in the image. This can be seen by

looking at the histograms of the detail images. For the merged result, these are somewhat

broader than the histograms of the corresponding original detail images. In order to

compensate for this, the histograms are linearly stretched to obtain the same standard

deviation as the original. In figure 7b, the result is shown. The apparent loss in spatial

resolution has disappeared, while still keeping a superior spectral resolution.

In order to quantify that the spectral information is better preserved using the proposed

technique, a pixel-by-pixel comparison of the results with the original spectra is performed.

For this, their correlation is calculated. Although it is not really clear whether this metric

has any relation with visual perception, it is used regularly. Recently, there have been

some attempts to include perception-based metrics [7], [32], [33].

The correlation between 2 images A and B is defined as:

Cor(A,B) =
〈(A − 〈A〉)(B − 〈B〉)〉√
〈(A − 〈A〉)2〉〈(B − 〈B〉)2〉

(12)

where 〈.〉 denotes the average over all pixels. This number is calculated for the R, G and B

bands separately. In table 1, results are shown. It is clear that all wavelet-based techniques

better preserve spectral information than the IHS technique. The obtained values from

the IHS technique and the wavelet techniques from the literature agree with perviously

reported results [13]. The proposed technique outperforms the other two wavelet mergers.

Spectral preservation is an important issue, not only for visual purposes, but also for

specific task performance. Many applications perform classification based on the spectral

information. It is clear from the images and from the correlation measure that the proposed

technique will outperform the others with respect to classification. To show this, we

measured the average spectral response of a small homogeneous green area in the original

Landsat image (pointed to by an arrow in figure 5b, and the same area in the merged

images. The (Euclidean) distance in the RGB-space between the cluster centers of the
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original and the merged results where 269, 180, 169 and 74 for IHS, MERGE1, MERGE2

and the proposed technique. Similar experiment were performed at other regions, leading

to similar results.

Finally, the following classification experiment is performed. The original Landsat image

is segmented by clustering its RGB-space. For this, we applied the k-means clustering

algorithm, with k = 4. The pixels, belonging to one of the clusters are shown in figure

8a, revealing the objects that have a spectral response, corresponding to that specific

cluster. In figure 8b and c, we measure the same spectral response (i.e. display all the

pixels that belong to the same cluster), on the merged images, using MERGE2 and the

proposed technique respectively. One can notice that most of the objects have disappeared

when using MERGE2, while most of the objects have been classified using the proposed

technique, due to its ability to preserve spectral resolution. Moreover, the objects clearly

have improved in spatial resolution.

V. Conclusions

We have proposed a new wavelet representation for multispectral images. The rep-

resentation is based on the concept of multiscale fundamental forms, a multiresolution

extension of the first fundamental form, that describes edge information of multivalued

images. Based on the representation, multispectral image fusion and image merging tech-

niques are proposed. Experiments are conducted for fusion and merging of multispectral

satellite images. Landsat TM images are fused and merged with SPOT panchromatic

images. The proposed techniques are demonstrated to outperform other wavelet-based

merging techniques.
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FIGURE CAPTIONS

Fig. 1:

Schematic overview of the multiscale fusion algorithm.

Fig. 2:

Fusion of 2 bands of a Landsat image; a: original band 1; b: original band 4; c: fused

result using the proposed technique; d: fused result using wavelet maxima fusion.

Fig. 3:

a: Original high-resolution panchromatic and b: low-resolution multispectral images.

Fig. 4:

Results of merging the images of figure 3, using a: MERGE1, b: MERGE2 and c: the

proposed technique.

Fig. 5:

a: Original SPOT and b: Landsat images.

Fig. 6:

Merged images from figure 5, using a: IHS, b: MERGE1.

Fig. 7:

Merged images from figure 5, using the proposed technique; a: before and b: after

histogram adaption; c: using MERGE2.

Table 1:

Correlations for the merged results using IHS, MERGE1, MERGE2 and the proposed

technique, without and with histogram adaption.

Fig. 8:

Spectral response after k-means clustering a: on the original Landsat image; b: on the
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merged image, using MERGE2; c: on the merged image, using the proposed technique.
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Fig. 1. Schematic overview of the multiscale fusion algorithm
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Fig. 2. Fusion of 2 bands of a Landsat image; a: original band 1; b: original band 4; c: fused result using

the proposed technique; d: fused result using wavelet maxima fusion
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Fig. 3. a: Original high-resolution panchromatic and b: low-resolution multispectral images
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Fig. 4. Results of merging the images of figure 3, using a: MERGE1, b: MERGE2 and c: the proposed

technique
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Fig. 5. a: Original SPOT and b: Landsat images
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Fig. 6. Merged images from figure 5, using a: IHS, b: MERGE1
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Fig. 7. Merged images from figure 5, using the proposed technique, a: before and b: after histogram

adaption; c: using MERGE2
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TABLE I

Correlations for the merged results using IHS, MERGE1, MERGE2 and the proposed

technique, before and after histogram adaption

IHS MERGE1 MERGE2 Proposed, before after histogram adaption

R 0.69 0.81 0.78 0.92 0.92

G 0.69 0.83 0.80 0.92 0.93

B 0.66 0.78 0.76 0.90 0.91
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Fig. 8. Spectral response after k-means clustering a: on the original Landsat image; b: on the merged

image, using MERGE2; c: on the merged image, using the proposed technique.


