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2 Lectures

• This morning: general introduction to 
quantum turbulence

• This afternoon: helicity in quantum flows



Work done in 
collaboration with

• Caroline Nore

• Giorgio Krstulovic

• Rahul Pandit

• Vishwanath Shukla

• Pablo Mininni

• Patricio Di Leoni



Plan of Talk

• Perfect fluids: Euler equation and its 
variational formulations...

• Superfluids: Gross-Pitaevskii Equation

• Coherence length and Quantum vortices 

• Classical and Quantum turbulence

• Finite temperature effects in the GPE



What is a perfect fluid?

• Real classical fluids are viscous and conduct 
heat

• Perfect fluids are idealized models in which 
these mechanisms are neglected

• Perfect fluids have zero shear stresses, 
viscosities, and heat conduction

• Good approximation in some physical cases



Physical quasi-perfect 
flows

Next slide is extracted from :  
Applied Aerodynamics: A Digital Textbook

http://docs.desktop.aero/appliedaero/preface/
welcome.html

http://docs.desktop.aero/appliedaero/preface/welcome.html


Euler Equations

The Euler equations with the equations of energy and continuity are often solved by finite differences whereby 
the values of each velocity component, the density, and the internal energy are computed at each point. From 

these quantities constitutive relations (perfect gas law or isentropic pressure relation) are used to find pressure. 

Since Euler equations permit rotational flow and enthalpy losses (through shock waves), they are very useful in 
solving transonic flow problems, propeller or rotor aerodynamics, and flows with vortical structures in the field.



Euler Equations

•  A perfect fluid can be completely 
characterized by its velocity and two 
independent thermodynamic variables.

• If only one thermodynamic variable exists 
(e.g. isentropic perfect fluid) the fluid is 
barotropic.

• The density of a barotropic fluid is a 
function of pressure only.



Barotropic Euler 
equations

@tv + v ·rv = �1

⇢
rp

@t⇢+r(⇢v) = 0

p(x, t) = f(⇢(x, t))Barotropic:

Acoustic propagation: c =

s
@p

@⇢

Note that the system is time-reversible:

t ! �t ;v ! �v ; ⇢ ! ⇢ ; p ! p



Two useful limits
1. incompressible:

2. irrotational:

⇢ = cte
rv = 0

c ! 1

There is no equation of state and p is determined by 
maintaining the incompressibility

r⇥ v = 0

v = r�

Only compressible modes...

c =

s
@p

@⇢



Variational approach

• For the general case see e.g. : R. L. Seliger 
and G. B. Whitham, Variational Principles in 
Continuum Mechanics, Proc. R. Soc. Lond. A. 
1968 305 1-25.

• Here I’ll show how to deal only with the 
compressible irrotational case..



Irrotational case
L = ⇢�t +

⇢(r�)2

2
+ g(⇢)

�L
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2
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vt + v ·rv = �rg0

v = r�define:

taking the gradient of the last equation:

⇢g00 = p0

= �rp
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What is a superfluid?
Is it just an Eulerian perfect fluid?
No! Superfluids obey the Gross-

Pitaevskii equation (GPE)

The quantum nature of the GPE 
does disturb some classical 

traditions of fluid mechanics. This 
often makes it unpopular…

One should fight this attitude!



Say no to Superphobia!

superphobia 
noun 
unreasoning hostility, aversion, 
etc., toward superfluid flows. 
Origin of superphobia 
super(fluidity) + phobia



The Gross-Pitaeveski 
Equation (GPE)

• Describes a superfluid Bose-Einstein condensate at zero 
temperature

• Applies to a complex field

• Madelung’s transformation gives hydrodynamical form

• Contains quantum vortices with quantized velocity 
circulation h/m

i~@t = � ~2

2mr
2 + g| |2 

 =

p
⇢/m exp im

~ �



Variatitional 
formulation of the GPE

L = ⇢@t� + ⇢r�2

2 + g⇢2

2m2 + ~2(rp⇢)2

2m2

L = �i~ ̄@t + ~2|r |2
2m + g| |4

2

L = ⇢�t +
⇢(r�)2

2
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Contrast and compare with Euler Equation Lagrangian:
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p
⇢/m exp im

~ �



GPE and Madelung
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particles and g = 4�a~2

m with a the s-wave scattering length. This equation is also known
as (defocusing) non-linear Schrödinger equation. When g < 0 it is known as focusing
NLSE.

Equation (6.1) comes from a variational principle with the action

A =

⇧
dt d3x

⇤
i�
2

�
⇤̄
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⌅t
� ⇤

⌅⇤̄

⌅t

⇥⌅
�

⇧
dtH (6.2)

where
H =

⇧
d3x

�
�2

2m
|⇤⇤|2 +

g

2
|⇤|4

⇥
(6.3)

is the Hamiltonian.

Observe that a global change of phase of the wavefunction ⇤ implies a change of
the density at equilibrium. Equation (6.1) is sometimes written with an extra µ⇤ term.
This term has no dynamical e�ect and can be arbitrarily added.

There exists a one-to-one correspondence between fluid dynamics and GPE. It is
given by the Madelung transformation defined by

⇤(x, t) =

⌃
�(x, t)

m
exp [i

m

� ⇥(x, t)], (6.4)

where �(x, t) is the density and ⇥(x, t) is the potential velocity such that v = ⇤⇥. The
Madelung transformation (6.4) is singular on the zeros of ⇤. As two conditions are
required (the real and imaginary part of ⇤ must vanish) these singularities generally
take place on points in two-dimension and on curves in three-dimensions. The Onsager-
Feynman quantum of velocity circulation around vortex lines ⇤ = 0 is given by h/m.

Equation (6.1) expressed in terms of the hydrodynamical variables reads

⌅�

⌅t
+⇤ · �v = 0 (6.5)
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⌅t
+

1

2
(⇤⇥)2 +

g

m2
�� �2

2m2

⇤2⇥�
⇥

�
= 0 (6.6)

Equation (6.5) is the continuity equation and eq.(6.6) is the known as the Bernoulli
equation plus a term called quantum pressure. These are the equations governing the
dynamics of isentropic, compressible and irrotational fluids.
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I. INTRODUCTION

Strong turbulent effective dissipation has been observed
to take place in inviscid and conservative systems, in the
context of !compressible" low-temperature superfluid turbu-
lence #1,2$. Vortices are thus subject to some significant dy-
namical dissipation mechanism. It has been suggested that
sound emission from the vortices is the major decay process
#3–5$. Detailed mechanisms are fully three dimensional
!3D". They involve initial vortex reconnection followed by
secondary excitation of long-wavelength helical waves,
known as Kelvin waves, along the vortex line and their sub-
sequent decay into sound waves #6$. It appears that evaluat-
ing these complicated 3D effects from first principles is a
formidable task at the present time.

The purpose of the present paper is to compute the sim-
pler analogous problem in two dimensions. We thus consider
sound emission produced by the interaction of several vorti-
ces in a 2D homogenous system obeying the nonlinear
Schrödinger !NLS" equation.

Our main result is that the far field, and thus the radiation
effect can be directly computed in terms of an assumed vor-
tex motion #see Eq. !17"$. These main formulas are then
applied to the simple test case of two corotating vortices,
reproducing theoretical estimates of the same test case #7,8$,
and the prediction is compared to the result of numerical
integrations of the NLS equation.

The paper is organized as follows. In Sec. II we establish
the basic proprieties of the NLS equation and recall the gen-
eral expression for the field produced by moving vortices.
Section III is devoted to the derivation of explicit trajectory-
dependent expressions for the radiative contribution to the
far field and the radiated energy flux. Section IV contains the
determination of vortex trajectories by numerical solutions of
the NLS and the comparison with theoretical predictions.
Discussion and conclusions are finally given in Sec. V.

II. NONLINEAR SCHRÖDINGER EQUATION

We consider the nonlinear Schrodinger equation !NLSE"
written with the physically relevant parameters: the coher-
ence length " and the sound velocity c,

i
!#

!t
=

c
%2"

!− "2$# − # + &#&2#" . !1"

This equation has Galilean invariance with the transforma-
tion #!x , t"→#!x−vt , t"ei!v·x−v2t/2" and it also has a Lagrang-
ian structure from which we can calculate an energy-
momentum tensor and the conserved quantities
corresponding to space-time translations #4$.

We can map the NLSE to hydrodynamics equations using
the Madelung transformation defined by

#!x,t" = %%!x,t" exp'i
&!x,t"
%2c"

( . !2"

Replacing Eq. !2" in the NLSE !1" and separating real and
imaginary parts we get

!%

!t
+ ! · !% ! &" = 0, !3"

!&

!t
+

1
2

!"&"2 = c2!1 − %" + c2"2$%%

%%
. !4"

We recognize here the continuity equation !3" for a fluid of
density % and velocity v=!& and the Bernoulli equation !4",
except for the last term which is usually called quantum
pressure since it has no analog in standard fluid mechanics !it
is proportional to '2 in the superfluidity context and it can be
neglected when the semiclassical limit is taken".

We note that, if the function # has a zero, the density % is
well defined but the phase & is undefined. The existence of a
zero requires the real and the imaginary parts of # to vanish
simultaneously and consequently these kind of singularities
generically appear as curves in 3D and points in 2D. These
topological defects have the property that their circulation is
a multiple of 4() !)=c" /%2", and for this reason they are
called quantum vortices in the context of superfluidity. In 2D
a stationary vortex solution centered at the origin can be
constructed in polar coordinates !% ,*" using the ansatz
%!r ,*"=%0!r"2 and &!r ,*"=2)m*, with m!Z the vortex
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6.1.2 Sound propagation

The simplest stable solution of eq.(6.1) correspond to a wave function of homogeneous
density |⇤|2 = |A0|2. The linearization of eq.(6.1) around the solution ⇤ = A0e�iµt

(with µ = g|A0|2/�) leads to the Bogoliubov dispersion relation

⌅(k) =

⌥
g|A0|2

m
k2 +

�2

4m
k4. (6.21)

The sound velocity thus given by c =
⌃

g|A0|2/m and dispersive e�ects take place for
length scales smaller than the coherence length defined as

� =
⌃

�2/2m|A0|2g. (6.22)

� is also the length scale of the vortex core [27, 90].

6.1.3 Energy decomposition

Using the Madelung transformation (6.4) the energy can be decomposed into di�erent
terms of di�erent nature. Following Nore et al. [27] we define the total energy per unit
of volume etot as

etot =
1

V
[H � µN ]� µ2

2g
. (6.23)

This energy reexpressed in terms of the hydrodynamical variables reads

etot =
1

V

⇧
d3x

⇤
1

2
(
⇥

⇥v)2 +
g

2m

�
⇥� µ

gm

⇥2

+
�2

2m2
(⇤⇥⇥)2

⌅
(6.24)

We recognize three terms, the total kinetic energy Ekin, the internal energy Eint and
the quantum energy eq defined by

ekin =
1

V

⇧
d3x

1

2
(
⇥

⇥v)2 (6.25)

eint =
1

V

⇧
d3x

g

2m2

�
⇥� µm

g

⇥2

(6.26)

eq =
1

V

⇧
d3x

�2

2m2
(⇤⇥⇥)2 . (6.27)

With this decomposition we have etot = ekin + eint + eq.
To separate the energy coming from sound waves, the total kinetic energy can be

further decomposed into compressible ec
kin and incompressible ei

kin by computing the
kinetic term as ⇥⇥v = (

⇥
⇥v)c + (

⇥
⇥v)i where ⇤ · (

⇥
⇥v)i = 0. This decomposition is

obtained applying the projector Pµ⇥ = ⇧µ⇧⇥ � �µ�

⇥2 . The incompressible kinetic energy

Coherence length
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Superfluid Helium



Experiments

• Superfluidity exists in actual experiments

• There is a «Quantum turbulence» 
community actually planning and 
performing experiments

• The next slides are about a few of these 
experiments…



Experimental superfluids

• 1930 Kapitsa-Allen-
Misener

• Landau and Tisza two-
fluid model.

• 1950 Mutual friction. 
Hall and Vinen

• 1980 Schwartz model

Superfluid Helium BEC

• 1925 Bose-Einstein

• Bogoliubov, Gross and 
Pitaevskii theories.

• 1995 Cornell-Weiman

• 1995  Finite-temperature 
theories

Recent experiments: 
visualizations using hydrogen 

solid particles 

Recent experiments: 
emergence of turbulence in 

oscillating BEC 



Experiments in oscilating 
BEC 

Emergence of Turbulence in an Oscillating Bose-Einstein Condensate

E.A. L. Henn,1,* J. A. Seman,1 G. Roati,2 K.M. F. Magalhães,1 and V. S. Bagnato1

1Instituto de Fı́sica de São Carlos, Universidade de São Paulo, Caixa Postal 369, 13560-970 São Carlos, SP, Brazil
2LENS and Dipartimento di Fisica, Universita di Firenze, and INFM-CNR, Via Nello Carrara 1, 50019 Sesto Fiorentino, Italy

(Received 23 April 2009; revised manuscript received 10 June 2009; published 20 July 2009)

We report on the experimental observation of vortex tangles in an atomic Bose-Einstein condensate

(BEC) of 87Rb atoms when an external oscillatory perturbation is introduced in the trap. The vortex tangle

configuration is a signature of the presence of a turbulent regime in the cloud. We also show that this

turbulent cloud suppresses the aspect ratio inversion typically observed in quantum degenerate bosonic

gases during free expansion. Instead, the cloud expands keeping the ratio between their axis constant.

Turbulence in atomic superfluids may constitute an alternative system to investigate decay mechanisms as

well as to test fundamental theoretical aspects in this field.
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Turbulence in classical fluids has always been an intri-
guing issue in physics, and understanding and controlling
turbulence represents one of the main challenges in physics
[1]. Nevertheless, classical turbulence is a concept difficult
to define, and there are no fully consistent theories to
describe it [2]. A turbulent flow is a highly unsteady flow
characterized by the presence of vorticity, diffusion, and
energy dissipation processes. In a turbulent fluid, the fluc-
tuation of pressure and velocity occur in a very broad range
of length and time scales, making its mathematical descrip-
tion very complex [3].

Turbulence is also possible in superfluids, such as su-
perfluid Helium [4] and superfluid 3He-B [5]. Turbulence
in superfluids or Quantum Turbulence (QT) is character-
ized by the appearance of quantized vortices distributed in
a tangled way [6–8], not forming regular lattices. This
subject has been extensively studied in superfluid Helium
both experimentally and theoretically since it has been
discovered about 50 years ago [9]. Until recently, turbu-
lence in He-superfluid could only be observed by indirect
methods. Oscillating wires or wire grids [10] were the most
commonly employed techniques. Recently, there was the
first direct observation of QT in Helium [11]. That work
opened up new frontiers on the study of QT in superfluid
Helium [12]. In the theoretical branch, QT in Helium has
been satisfactorily modeled by the vortex filament model
[13], though some features such as vortex reconnections
must be introduced artificially.

Nevertheless, the achievement of BEC in trapped atomic
gases [14] and the subsequent observation of quantized
vortices in these samples [15] opened up the possibility to
study turbulence in a more controlled fashion, since one
can control the main characteristics (interaction, atomic
density, number of atoms, trapping configuration) of the
atomic sample. Additionally, the possibility of expanding
the quantum cloud by releasing the atoms from the trap
makes possible the direct observation of the vortices by
optical means. There are today many open questions re-
lated to QT, including mechanisms of decay [7] which may

find important hints on the direct observation of QT in a
trapped atomic superfluid. In fact, the study of QT in
atomic superfluids may shine light on the turbulence char-
acteristics that are universal, due to the superfluidity as a
macroscopic quantum state, and reveal which character-
istics depend on the specific nature of the superfluid.
Specifically, in atomic superfluids, the ratio of the average
vortex spacing to the vortex core size is expected to be
much smaller than in Helium, leading to different modes of
turbulence decay. Several extensive reviews [13,16,17]
summarize the present status and challenges to be faced
in the research field of QT.
Shortly after trapped BECs were first realized, the ob-

servation of vortex lattice structures, as well as the crys-
tallization dynamics of these structures were reported [18].
These dynamics have been successfully confirmed quanti-
tatively by the numerical simulation of the Gross-
Pitaevskii equation [19]. However, in the experimental
research of trapped BECs, turbulence has not yet been
investigated. Recently, this topic has attracted theoretical
interest [8,20,21], and numerical simulations show that
turbulence is probably present as a step in the formation
dynamics of a BEC with the presence of spontaneously
formed vortices [22]. Nevertheless, no experimental evi-
dence of this regime has been specifically presented so far.
In this Letter, we report on the experimental observation of
QT in a magnetically trapped BEC of 87Rb atoms evi-
denced by the observation of tangled vortices in the quan-
tum sample, an intrinsic characteristic of QT, as well as a
change in the hydrodynamic behavior of the atomic cloud.
The experimental sequence to produce the BEC as well

as the procedure to generate vortices in the condensate are
described in details in Refs. [23,24]. In brief, we produce a
BEC of 87Rb containing ð1! 2Þ $ 105 atoms with a small
thermal fraction in a cigar-shaped magnetic trap with
frequencies given by !r ¼ 2!$ 210 Hz and !x ¼ 2!$
23 Hz. Once the condensate is obtained and still held in the
trap, an oscillating magnetic field is applied. This field is
produced by a pair of anti-Helmholtz coils placed with
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their axis closely, though not exactly, parallel to the weak
axis of the trap [Fig. 1(a)]. Since the coils are not perfectly
aligned to the condensate axis, the external field in the
region of the trap has components parallel to each trap
eigenaxis. Additionally, the components along the two
equal directions that give the radial symmetry of the trap
are slightly different, breaking it up as well as the symme-
try of oscillation of the condensate. This oscillatory
scheme was developed to investigate coherent mode ex-
citations in Bose-condensates [25]. Such excitations are
also believed to produce vortices.

A pictorial view of the field acting on the condensate is
shown in Fig. 1(b). A combination of shape modification,
displacement of the minimum, and rotation is coupled to
the atoms. The quadrupolar field is applied for a period
ranging from 20 to 60 ms, oscillating sinusoidally in time
with a frequency of 200 Hz. This extra magnetic field has
an offset so that in a period of oscillation, it goes from zero
to a maximum value and back to zero, never inverting its
direction. The maximum value reached by the field gra-
dient characterizes the strength of the excitation and has
been varied from zero to 190 mG=cm in the axis of the
anti-Helmholtz coils. After the end of the oscillation stage,
the atoms are left trapped for an extra 20 ms before being
released and observed in free expansion by a standard
absorption imaging technique. For small amplitudes of
the oscillating field as well as short excitation periods,
we observe dipolar modes, quadrupolar modes, and scis-
sors modes [26,27] of the BEC but no appearance of
vortices. Increasing both parameters, we start to see vorti-
ces that grow in number with amplitude and/or duration of
excitation. These regimes are well described in a previous
report [24].

The effective mechanism that nucleates the vortices is
still under theoretical investigation [28]. We believe that a
possible mechanism of vortex formation are the so-called
Kelvin-Helmholtz instabilities [29], a well-known phe-
nomena in the scope of fluid interface theory and experi-
ments. These instabilities occur at the interface of two
fluids with a relative motion and give rise to the formation
of vortices. This phenomenon has been theoretically inves-

tigated [30] in normal fluid-superfluid mixtures and di-
rectly observed in mixtures of A and B phases of
superfluid liquid Helium [31]. The fact that this mechanism
may be taking place is supported by previously theoretical
and experimental observations [21,24,26,27]. Refer-
ence [21] shows that a stirred condensate ejects energetic
atoms to form an outer cloud during the quadrupolar mode
excitation. Additionally, Refs. [26,27] show that con-
densed, superfluid clouds and normal clouds have different
frequencies of oscillation, leading to relative motion be-
tween both components of the fluid. Finally, in Ref. [24],
where we describe the vortex nucleation protocol, we
directly observe the quadrupolar modes as well as vortex
structures in the interface of the dense core that represents
the condensed cloud and the outer cloud (Fig. 7 of
Ref. [24]). We thus believe that this is the effective mecha-
nism contributing to nucleate the vortices and eventually
lead to the turbulent state in the oscillating excitation.
When the amplitude and/or excitation time is increased

above some given values, a completely different regime
takes place. We observe a fast increase in the number of
vortices followed by a proliferation of vortex lines not only
in the original plane of the individual vortices, but distrib-
uted for the whole sample, covering many directions. An
example of such a regime can be seen in Fig. 2(a). In fact,
equivalently to the already reported instability in the vortex
formation [24], here we also observe an evolution from
distinct vortices to the turbulent regime, where many vor-
tices without preferred orientation are formed. Following
the nomenclature of Tsubota et al. [8], we call this regime a
vortices tangle configuration. Besides the fact that the

FIG. 1. (a) Experimental configuration to nucleate vortices in
the BEC, showing the anti-Helmholtz coils slightly misaligned
from the condensate long axis, and (b) pictorial view of the
expected movements or deformations suffered by the condensate
cloud.

FIG. 2. (a) Atomic optical density after 15 ms of free expan-
sion showing vortex structures spread all around the cloud
resembling the vortex tangle regime proposed in Ref. [8], and
(b) schematic diagram showing the inferred distribution of
vortices as obtained from image shown in (a).
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image in Fig. 2(a) comes from absorption in a single
direction, careful observation allows one to identify lines
crossing the sample in many angles. For the purpose of
visualization, together with the real absorption image, we
plot lines that indicate the presence and position of the
vortices in the turbulent cloud in Fig. 2(b).

The presence of quantized vortices nonregularly distrib-
uted along the whole sample in all directions is quite
characteristic of turbulence in the quantum fluid, and it is
here taken as evidence for this regime. In fact, our way of
nucleating vortices, where nonequivalent translational and
torsional movements of the quantum cloud occur in differ-
ent planes of symmetry of the sample, is closely related to
what is proposed in [8] for combined rotations.

An important question relies on which is the maximum
number of vortices that can be introduced in a BEC in the
turbulent regime. This number is certainly much smaller
than in liquid Helium, mainly restricted by the available
fluid volume (smaller in the BEC) and vortex core size
(bigger in the BEC). Consequently, some turbulence fea-
tures might not be observable and/or might be very differ-
ent compared to that encountered in other cases of quantum
turbulence, which involve large volumes containing many
vortices, specially those related to the Komolgorov spectra,
where large volumes are needed. Nevertheless, that low
vortex density may allow one to make detailed observation
of vortex reconnections and all the related phenomena such
as cascadelike processes.

Since the absorption imaging is destructive, in the
present experiment it is not possible to observe the evolu-
tion of turbulence, vortex reconnections, Kelvin-wave cas-
cades, and all the dynamic behavior related to turbulence.
Nevertheless, with the in situ, nondestructive imaging
technique of phase-contrast [32], it will be certainly pos-
sible to observe the whole dynamics of the turbulent re-
gime in cold atoms, from the transition from the regular
vortex pattern to the turbulent pattern, going through vor-
tex reconnections ending in the mechanisms that eventu-
ally lead to the decay of turbulence. Besides, imaging the
atoms with this technique from two or more different
directions, it is even possible to reconstruct [33] the whole
tridimensional vortex tangle distribution.

Focusing on the turbulent regime, although we cannot
predict the number of vortices formed nor their relative
positions or orientations, we do not rely only on the visual
signature of the cloud with plenty of vortices to assign the
presence of turbulence. In fact, another remarkable feature
is present in this cloud to confirm that it follows a com-
pletely different hydrodynamic regime: the suppression of
the aspect ratio inversion during free expansion. This
phenomena is only present after the turbulent regime takes
place. The cloud does invert its aspect ratio when only a
few regular vortices are present.

As it is widely known, one of the most strong signatures
of the quantum degeneracy in a gas of bosons is its asym-
metric free expansion [34]. In contrast to the isotropic
expansion of a thermal cloud, an initially anisotropic

trapped condensed cloud expands faster in the most con-
fined directions than in the less confined, so a cigar-shaped
cloud, when free to expand, turns rapidly into a pancake-
shaped cloud with an inversion of its aspect ratio. This
phenomena is well explained theoretically [35] and is
basically due to the domain of the interatomic interaction
energy over the kinetic energy in the condensate. The
former is proportional to the atomic density distribution
which is anisotropic.
In contrast to either the thermal and superfluid free

expansion behaviors, the turbulent cloud keeps its aspect
ratio during the whole free expansion or, in other words,
the aspect ratio inversion is suppressed. Still more remark-
able is the fact that it does not evolve to the unitary aspect
ratio as in a thermal gas, evidencing that this cloud is
certainly not thermal, keeping somehow a quantum nature
as it should be expected in a true quantum turbulent
regime.
Figure 3(a) shows side-by-side several normal BEC

clouds and turbulent clouds at different times of free
expansion, showing the described behavior. Figure 3(b)
shows the quantitative aspect ratio for the turbulent regime
(black squares) and for the normal BEC (red circles). We
believe that this remarkable characteristic is a new effect
for atomic superfluids, possibly as a signature of the emer-
gence of QT in this system.

FIG. 3 (color online). (a) Comparison between the free expan-
sion of a normal BEC showing the well-known aspect ratio
inversion (left) and a turbulent cloud (right) that keeps its aspect
ratio while expanding. (b) Quantitative plot of the aspect ratios
of the normal BEC cloud (circles) and the quantum turbulent
cloud (squares). The lines are only a guide for the eye to stress
the observed behavior.
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Introduction

Our group has recently developed a technique to use solid hydrogen
particles to visualize the flow in superfluid helium. The ability for bosons to
condense into the ground state of a system at low temperatures can cause
phase transitions which produce phenomena such as superconductivity,
Bose-Einstein condensation, and superfluidity. Similar to other phase
transitions, phase defects occur in these otherwise ordered states and
have a dramatic impact on these systems. Magnetic line defects occur in
type II superconductors. In the case of superfluidity, quantized vortices of
the superflow form along filaments (line defects). We seek to understand
the dynamics of these vortex defects and their impact on the phase
transition.

Technique

Our visualization technique begins with the injection of hydrogen gas into the liquid helium
above the superfluid transition temperature. The hydrogen forms solid particles of sizes of
order 1 micron. Evaporative cooling is used to lower the temperature of the liquid helium
below the superfluid transition. The solid hydrogen is attracted to and trapped by the
filaments of the vortices and may then be used to directly visualize the formation and
dynamics of the line vortices in the bulk of the superfluid.

This work was published in Nature 1 June 2006 and is available here.

Images taken from our experiments are shown below. The first pair shows the phase
transition, with liquid-phase helium on the left and superfluid helium on the right. 
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What is Quantum 
Turbulence?

• Finite dissipation in turbulence when 
viscosity vanishes...

• Mathematical problem: singularity in Euler?

• Physical problem: superfluids can flow 
without dissipation... [a macroscopic 
quantum effect]

• Turbulence in superfluids?



Two types of Quantum 
turbulence

• Co-flow [similar to classical]

• Counter-flow [only in superfluids]

• We studied co-flow GPE turbulence at 
zero temperature with C. Nore 18 years 
ago...

• How can one numerically study finite 
temperatures effects [and counter-flow] ?



• In Landau’s two-fluid model, Helium is a mixture 
(in an amount depending on temperature) of a 
normal component and a superfluid component. 
Landau’s model gives no description of the 
dynamics of quantum vortices and their interaction 
with the normal fluid. 

• The Gross- Pitaevskii equation describes very well 
these vortices, but only at zero temperature! 

• The traditional approach is to introduce quantum 
vortices in the two-fluid model postulating ad hoc 
rules to describe the motion of vortices, their 
reconnection and their interaction with the 
normal fluid.

• Idea: extend GPE to finite temperatures!



Truncated (or projected) 
Gross-Pitaeveskii 

It is only one of the 
(many) models of finite-
temperature effects in 

BEC

Description of BEC at finite 
temperature: 

thermal fluctuations 
overwhelm quantum 

fluctuations

J. Phys. B: At. Mol. Opt. Phys. 41 (2008) 203002 PhD Tutorial

is well known from the classical theory of electromagnetic
radiation that the Rayleigh–Jeans model provides a good
approximation to the full quantum system for modes with
energies less than kBT , provided all such modes are ‘highly
occupied’, such that the Bose–Einstein distribution function of
equation (71) can be well approximated by the ‘classical’
expression f (ϵi ) ≈ (kBT )/ϵi . Formalisms based on this
approximation are termed ‘classical field’ approaches and
have recently been reviewed in [52]. The discussion of this
approximation in the context of ultracold Bose gases has been
driven by the work of Svistunov, Kagan and Shlyapnikov on
the formation and dynamics of Bose–Einstein condensation
[171–174]. Such an approximation was also used early on
in other contexts, such as the electroweak phase transition
[176] and the equilibration of a Bose gas to a superfluid state
[177], with a qualitative two-dimensional study of evaporative
cooling performed in [178].

To study an ultracold Bose gas, one seeds the initial state
of the system with arbitrary initial conditions. Typically one
expands the initial wavefunction in appropriate eigenstates
ϕk(r) via φ(r, t = 0) =

∑
k ckϕk(r); in doing so, the

amplitudes and phases are appropriately chosen under the
constraint of fixed total atom number and energy: for example,
for the homogeneous gas, one typically chooses ϕk(r) = eik·r,
with the populations |ck|2 chosen such that the distribution is
as flat as possible, and the phases of ck are selected randomly
[174, 179]. Such an initial state is then propagated by the
GPE of equation (29). Due to its intrinsic nonlinearity,
this equation mixes different modes and relaxes rapidly to
a classical thermal distribution. In fact, the precise initial
conditions are largely irrelevant, as they are lost after a short
temporal evolution, and it is therefore not even important to set
the initial conditions to be equilibrium ones for the particular
system. In these simulations, the temperature of the system is
not set a priori, but it is actually subsequently determined by
extracting the temperature upon fitting the number occupation
of the relaxed system with a classical thermal distribution.
The parameter φ(r, t) in such simulations does not simply
model the condensate, but actually it describes the entire
multi-mode ‘classical’ atomic gas, thus enabling the study of
various parameters, such as correlation functions. Clearly such
simulations require an upper energy (and momentum) cut-off
to ensure that the system remains in the ‘classical regime’
throughout the simulations [52].

Although the use of a numerical grid in performing
simulations imposes itself a cut-off, the most accurate
implementation of this approach explicitly introduces a
projector into the GPE, to ensure that only momentum-
conserving processes consistent with the large occupation
approximation are considered, and no numerical ‘aliasing’
arises [180, 181]. The projector used in this theory is defined
by P̂ {φ(r, t)} =

∑
kϵC ϕk(r)

∫
dr′ϕ∗

k (r
′)φ(r′, t), where k is

restricted within the coherent (classical) region C [181]. This
projector is only required in the nonlinear term, and leads to
the replacement of the nonlinear term |φ|2φ appearing in the
original GPE by P̂ {|φ|2φ}. The resulting equation, introduced
by Davis, Morgan and Burnett, is known as the projected
Gross–Pitaevskii equation (PGPE) [179, 181, 182]. While

Figure 10. Typical thermalized (equilibrium) images of a classical
field consisting of a fixed number of 2000 atoms at three different
energies (i.e. temperatures). Plotted are the density profiles
|φ(x, y, 0)|2 of an anisotropic (ω⊥/ωz =

√
8) trapped 3D Bose gas

arising from a single run of the PGPE, with colour representing the
atomic density (plotted on the logarithmic scale—black/blue: zero
density, red/dark brown: maximum density). The enhancement of
fluctuations at higher temperatures corresponding to a lower
condensate fraction N0/N (indicated in figure) is evident. (Images
provided by Matt Davis—see also [182].)

the implementation of the projector is very straightforward
in the homogeneous gas [179], its extension to the trapped
case has only been discussed recently [182], by expanding the
classical fields in harmonic oscillator eigenstates. Thermal
fluctuations are included into the treatment, as evident from
characteristic single-shot images of the density profiles of a
trapped gas at three different temperatures, which is plotted in
figure 10. However, other results such as condensate fraction
and correlation functions which require suitable averaging over
the fluctuations, are evaluated by replacing ensemble averages
by time-averages, based on an ergodic hypothesis (see, e.g.
[52, 182]). Although such theories appear to work well in
diverse contexts, an extension of the PGPE has also been
formulated, in which the coherent region is explicitly coupled
to a heat bath of non-condensate atoms [118]; in this treatment,
additional terms are introduced into the PGPE to describe the
coupling of the modes in the coherent region to a heat bath of
non-condensate atoms. This idea of splitting the description of
the system into low- (coherent) and high-lying modes (above
a carefully selected cut-off) essentially constitutes a (multi-
mode) generalization of the ZNG formalism, and will be
further discussed in sections 6.2.2 and 6.2.3.

There have been numerous applications of the classical
field method [174, 175, 183–190] and of the PGPE
[179, 181, 182, 191]. The PGPE is a non-perturbative
method and has also been used to study the process of non-
equilibrium condensation [175, 192], to determine the shift
in the critical temperature Tc [191] and to study spontaneous
vortex–antivortex pair production in quasi-2D gases [193].
Despite their success, classical field approaches discard
quantum fluctuations by construction, and therefore more
accurate treatments may be needed in certain contexts—as
developed below.
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Abstract
The theoretical description of trapped weakly interacting Bose–Einstein condensates is
characterized by a large number of seemingly very different approaches which have been
developed over the course of time by researchers with very distinct backgrounds. Newcomers
to this field, experimentalists and young researchers all face a considerable challenge in
navigating through the ‘maze’ of abundant theoretical models, and simple correspondences
between existing approaches are not always very transparent. This tutorial provides a generic
introduction to such theories, in an attempt to single out common features and deficiencies of
certain ‘classes of approaches’ identified by their physical content, rather than their particular
mathematical implementation. This tutorial is structured in a manner accessible to a
non-specialist with a good working knowledge of quantum mechanics. Although some
familiarity with concepts of quantum field theory would be an advantage, key notions, such as
the occupation number representation of second quantization, are nonetheless briefly
reviewed. Following a general introduction, the complexity of models is gradually built up,
starting from the basic zero-temperature formalism of the Gross–Pitaevskii equation. This
structure enables readers to probe different levels of theoretical developments (mean field,
number conserving and stochastic) according to their particular needs. In addition to its
‘training element’, we hope that this tutorial will prove useful to active researchers in this field,
both in terms of the correspondences made between different theoretical models, and as a
source of reference for existing and developing finite-temperature theoretical models.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

1.1. Bose–Einstein condensation

One of the most exciting developments in modern physics has
been the increasing sophistication of experimental techniques
to cool, confine and manipulate atoms with optical and
magnetic fields. In recent years, this has culminated in the
achievement of quantum degeneracy in dilute ultracold gases
of bosons [1–5] and fermions [6, 7], allowing the creation
of novel many-body systems with unprecedented control,
tunability and versatility [8, 9].

1 Brian Jackson died unexpectedly on 30 August 2007, in the early stages of
the preparation of this paper.

Indistinguishable particles with integer (bosons) and half-
integer (fermions) spin differ in how they occupy quantum
states. While no more than one fermion can occupy each
state (known as the Pauli exclusion principle), the number of
bosons in a state is unrestricted. The difference becomes most
apparent when one cools down a gas to low temperatures T,
where the de Broglie wavelength, λdB ∝ 1/

√
T , becomes the

same order or larger than the distance between particles. The
system then enters a quantum degenerate regime. The most
spectacular manifestation of this occurs for bosons, which
below a critical temperature Tc undergo a phase transition,
or Bose–Einstein condensation (BEC), where particles tend
to macroscopically occupy a single quantum state—the
condensate.
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HFB - Popov (Static) 3.3.1 As above - but additionally includes (T=0) dressing to quasiparticles
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(Static)
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Bogoliubov (Static)

5.2.3
Ensures number-conservation by construction. More cumbersome to implement.         

Includes corrections due to finite size and shape effects

Modified Mean Field 
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Hartree-Fock 
(Dynamical)

4.2 No particle exchange between condensate & thermal cloud, or many-body effects

Number-conserving 
Bogoliubov 
(Dynamical)

5.3
Essentially as above, but without relying on symmetry-breaking.                      

Additionally includes many-body effects & corrections due to finite size.

Self-Consistent      
Gross-Pitaevskii-

Boltzmann          
(' ZNG')

4.4.3
Includes particle exchange between condensate and thermal cloud (not restricted to 

ergodicity). Describes well both elementary and macroscopic excitations.               
Not suitable for (low-dimensional) regimes exhibiting strong phase fluctuations.

Truncated Wigner 6.2.1
Quantum noise included in initial conditions of simulation only, with dynamics governed by 

the Gross-Pitaevskii equation. Most suitable for study of quantum effects at short times 
and relatively low temperatures.

*
Classical Field 

(Projected          
Gross-Pitaevskii)

6.1

Based on the assumption that all relevant (low-lying)  modes of the system are highly 
occupied and therefore behave predominantly in a classical manner. Arbitrary (non-
equilibrium) initial conditions are propagated to equilibrium by the (Projected) Gross-

Pitaevskii equation. 

Stochastic          
Gross-Pitaevskii     

&                 
Quantum Boltzmann

6.2.2  
6.2.3

Accurately describes fluctuations at phase transition. (Quasi)condensate (low-lying modes 
of the system) equilibrates in contact with thermal cloud (higher-lying modes), including 
dynamical (thermal / quantum) noise. Existing numerical implementations include noise 

throughout the simulations but are currently restricted (for purely numerical reasons) to a 
static thermal cloud (heat bath) and a classical (instead of the usual Bose) distribution 

function for the low-lying modes.

Coherence    
(Phase 

Fluctuations)

INDICATIVE GUIDELINES FOR POSSIBLE CHOICE OF 'MINIMUM THEORY' ACCORDING TO REGIME UNDER STUDY

Regime under 
Study

Temperature

* This approach has been used by some authors to describe the route towards condensation and the shift in the critical temperature.

Figure 16. Indicative discussion of possible choices for a ‘minimum’ theory to be used in the description of relevant experimental studies.
Such a classification is suggestive and should not be taken too literally, as other factors may affect the choice (e.g. computational effort,
particulars of each case, etc). Also, there are more than one possible ‘minimal choices’ for certain scenarios, and the choice for what
constitutes a simpler theory is objective and may depend on the particular tools available to each researcher. This table is therefore only
intended to accompany the detailed and summative discussions given in this tutorial. Naturally, improved theories can always be used to
describe simpler phenomena (although that is not necessarily required unless improved accuracy is needed)—e.g. the projected
Gross–Pitaevskii, or the stochastic Gross–Pitaevskii equation could be used to discuss finite-temperature equilibrium properties of 3D Bose
gases.

of truncated Wigner which is prone to spurious damping
(heating) as a result of classical thermalization during the
simulations. Although by its mathematical construction the
SGPE formalism, coupled to a quantum Boltzmann equation,
is in our opinion the most advanced formalism to date, its
full potential has not yet been explored. In particular, in
terms of its numerical implementation, most simulations to
date have been performed (i) in the classical approximation,
i.e. the thermal modes are not treated by the full Bose–Einstein
distribution function, and quantum effects are discarded, and
(ii) in coupling to a static heat bath, rather than to a dynamical
thermal cloud. It is anticipated that both of these difficulties
will be gradually overcome in the future.

8.5. The quest for an ‘optimal’ theory

So, where does that leave us regarding a choice for an
‘optimal’ theory? We hope that the preceding discussion
has convinced the reader that the answer to this question
actually depends on the details of the particular problem under

consideration. While the most advanced theories can also be
used to study much simpler problems, clearly one normally
seeks the simplest (and computationally fastest) approach that
will describe each particular case; we have thus attempted an
approximate—but neither unique, nor free from controversy—
classification along those lines in figure 16. In brief:

• If dynamics are not an issue, then the self-consistent
Hartree–Fock theory is a very good starting point,
with Hartree–Fock–Bogoliubov–Popov or generalized
Hartree–Fock–Bogoliubov perhaps constituting a ‘safer
bet’. However, if one is investigating low-dimensional
systems at equilibrium, one should fully account for phase
fluctuations by means of the appropriately modified mean-
field theory.

• If one is interested in coupled condensate–thermal cloud
dynamics (beyond the linear response limit), then one
should in first instance resort to a ‘two-component’
formulation in terms of a dissipative Gross–Pitaevskii
equation, coupled to a quantum Boltzmann equation—
sometimes referred to as the ‘ZNG’ theory.
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the occupation number representation of second quantization, are nonetheless briefly
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starting from the basic zero-temperature formalism of the Gross–Pitaevskii equation. This
structure enables readers to probe different levels of theoretical developments (mean field,
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both in terms of the correspondences made between different theoretical models, and as a
source of reference for existing and developing finite-temperature theoretical models.
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1. Introduction

1.1. Bose–Einstein condensation

One of the most exciting developments in modern physics has
been the increasing sophistication of experimental techniques
to cool, confine and manipulate atoms with optical and
magnetic fields. In recent years, this has culminated in the
achievement of quantum degeneracy in dilute ultracold gases
of bosons [1–5] and fermions [6, 7], allowing the creation
of novel many-body systems with unprecedented control,
tunability and versatility [8, 9].

1 Brian Jackson died unexpectedly on 30 August 2007, in the early stages of
the preparation of this paper.

Indistinguishable particles with integer (bosons) and half-
integer (fermions) spin differ in how they occupy quantum
states. While no more than one fermion can occupy each
state (known as the Pauli exclusion principle), the number of
bosons in a state is unrestricted. The difference becomes most
apparent when one cools down a gas to low temperatures T,
where the de Broglie wavelength, λdB ∝ 1/

√
T , becomes the

same order or larger than the distance between particles. The
system then enters a quantum degenerate regime. The most
spectacular manifestation of this occurs for bosons, which
below a critical temperature Tc undergo a phase transition,
or Bose–Einstein condensation (BEC), where particles tend
to macroscopically occupy a single quantum state—the
condensate.
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What is TGPE (or PGPE)?

• Clasical GPE contains density waves (sound 
with dispersive effects at large k)

• These phonon modes should be quantized

• Can they be treated classically?

• Analogy with black body...

• See e.g. www.pnas.org/cgi/doi/10.1073/pnas.
1312549111

http://www.pnas.org/cgi/doi/10.1073/pnas.1312549111


Black body and truncation...

��(kcut) = �ckcut � kBT

kcut � kBT/�c

k < kcutequipartition for wavenumbers

energy/volume: k3
cutkBT � T 4k4

B/�3c3

energy/volume= aT 4

Temperature 
dependent cutoff 

modes below 
cutoff can be 

treated classically!



Classical truncated systems
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General definition of 
truncated systems

• The basic idea is to perform a truncation (in 
Fourier space) of the partial differential 
equation (PDE), as is always done whenever 
performing an actual numerical computation

• The truncated system is a large number of 
ordinary differential equations (ODE) with 
standard statistical mechanical properties

• It contains dissipative processes, thus  
furnishing a description finite temperature 
effects



Fourier-Galerkin truncation
Example: Let F be a non-linear function

 PDE:
@u

@t
(x, t) = F[u, @iu, @iju, . . .]

⌦ = [0, 2⇡]DPeriodic B.C. on
{

u(x, t) =
X

k

û(k, t)eik·x

@û
@t

(k, t) = F̂[û,k]

Non linear terms imply 
convolutions in Fourier 

space

k 2 ZD

with a conserved quantity E



Galerkin-truncated equation

û(k, t) = 0 |k| � k
max

if

•Finite-dimensional system of ODE
•PDE is approximated by the truncated system only 
as long as the spectral convergence is ensured 
(dynamics is not influenced by the cut-off)

@û
@t

(k, t) = F̂[û,k]

•Inherits some conservation laws of the original PDE
•Statistical stationary solutions given by the associated 
Liouville equation absolute equilibriaP[û(k)] = N e�⌘E



General properties of 
truncated system

• System relaxes toward the thermodynamical 
equilibrium

• Partial thermalization at small scales

• Thermalized modes generate an effective 
dissipation acting at large scales. (Kolmogorov regime 
for truncated Euler and mutual friction for TGPE)



Classical hydrodynamics

Truncated Euler equation

Effective Dissipation and Turbulence in Spectrally Truncated Euler Flows
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A new transient regime in the relaxation towards absolute equilibrium of the conservative and time-
reversible 3D Euler equation with a high-wave-number spectral truncation is characterized. Large-scale
dissipative effects, caused by the thermalized modes that spontaneously appear between a transition wave
number and the maximum wave number, are calculated using fluctuation dissipation relations. The large-
scale dynamics is found to be similar to that of high-Reynolds number Navier-Stokes equations and thus
obeys (at least approximately) Kolmogorov scaling.

DOI: 10.1103/PhysRevLett.95.264502 PACS numbers: 47.27.Eq, 05.20.Jj, 83.60.Df

Turbulence has been observed in inviscid and conserva-
tive systems, in the context of (compressible) low-
temperature superfluid turbulence [1–3]. This behavior
has also been reproduced using simple (incompressible)
Biot-Savart vortex methods, which amount to Eulerian
dynamics with ad hoc vortex reconnection [4]. The pur-
pose of this Letter is to study the dynamics of spectrally
truncated 3D incompressible Euler flows. Our main result
is that the inviscid and conservative Euler equation, with a
high-wave number spectral truncation, has long-lasting
transients that behave just as those of the dissipative
(with generalized dissipation) Navier-Stokes equation.
This is so because the thermalized modes between some
transition wave number and the maximum wave number
can act as a fictitious microworld providing an effective
viscosity to the modes with wave numbers below the
transition wave number.

We thus study general solutions to the finite system of
ordinary differential equations for the complex variables
v̂!k" [k is a 3D vector of relative integers !k1; k2; k3"
satisfying sup!jk!j # kmax]

@tv̂!!k; t" $ % i
2
P!"#!k"

X
p
v̂"!p; t"v̂#!k% p; t"; (1)

where P !"#$k"P!#&k#P!" with P!"$$!"%k!k"=
k2 and the convolution in (1) is truncated to sup!jk!j #
kmax, sup!jp!j # kmax, and sup!jk! % p!j # kmax.

This system is time reversible and exactly conserves the
kinetic energy E $ P

kE!k; t", where the energy spectrum
E!k; t" is defined by averaging v on spherical shells of
width !k $ 1,

E!k; t" $ 1

2

X

k%!k=2<jk0j<k&!k=2

jv̂!k0; t"j2: (2)

The discrete Eq. (1) is classically obtained [5] by per-
forming a Galerkin truncation [v̂!k" $ 0 for sup!jk!j #
kmax] on the Fourier transform v!x; t" $ P

v̂!k; t"eik'x of a
spatially periodic velocity field obeying the (unit density)

three-dimensional incompressible Euler equations,

@tv& !v 'r"v $ %rp; r ' v $ 0: (3)

The short-time, spectrally converged truncated Eulerian
dynamics (1) has been studied [6,7] to obtain numerical
evidence for or against blowup of the original (un-
truncated) Euler Eq. (3). We study here the behavior of
solutions of (1) when spectral convergence to solutions of
(3) is lost. Long-time truncated Eulerian dynamics is rele-
vant to the limitations of standard simulations of high-
Reynolds number (small viscosity) turbulence that are
performed using Galerkin truncations of the Navier-
Stokes equation [8].

Equation (1) is solved numerically using standard [9]
pseudospectral methods with resolution N. The solutions
are dealiased by spectrally truncating the modes for which
at least one wave-vector component exceeds N=3 (thus a
16003 run is truncated at kmax $ 534). This method allows
the exact evaluation of the Galerkin convolution in (1) in
only N3 logN operations. Time marching is done with a
second-order leapfrog finite-difference scheme, even and
odd time steps are periodically recoupled using fourth-
order Runge-Kutta.

To study the dynamics of (1), we use the so-called
Taylor-Green [10] single-mode initial condition of (3)
uTG $ sinx cosy cosz, vTG $ %uTG!y;%x; z", wTG $ 0.
Symmetries are employed in a standard way [11] to reduce
memory storage and speed up computations. Runs were
made with N $ 256, 512, 1024, and 1600.

Figure 1 displays the time evolution (top) and resolution
dependence (bottom) of the energy spectra. Each energy
spectrum E!k; t" admits a minimum at k $ kth!t"< kmax, in
sharp contrast with the short-time (t # 4) spectrally con-
verged Eulerian dynamics (data not shown, see [7,11]). For
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sient energy and helicity cascades leading to Kraichnan helical absolute equilibrium at small scales
are obtained for the first time. The results of [Cichowlas et al. Phys. Rev. Lett. 95, 264502
(2005)] are extended to helical flows. Similarities between the turbulent transient evolution of the
ideal (time-reversible) system and viscous helical flows are found. The observed di�erences in the
behavior of truncated Euler and (constant viscosity) Navier-Stokes are qualitatively understood us-
ing the concept of eddy viscosity. The large scales of truncated Euler equations are then shown
to follow quantitatively an e�ective Navier-Stokes dynamics based on a variable (scale dependent)
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The role played by helicity in turbulent flows is not
completely understood. Helicity is relevant in many at-
mospheric processes, such as rotating convective (super-
cell) thunderstorms, the predictability of which may be
enhanced because of its presence [1]. However helicity,
which is a conserved quantity in the three dimensional
Euler equation, plays no role in the original theory of tur-
bulence of Kolmogorov. Later studies of absolute equi-
librium ensembles for truncated helical Euler flows by
Kraichnan [2] gave support to an scenario where in helical
turbulent flows both the energy and the helicity cascade
towards small scales [3], a phenomena recently verified in
numerical simulations [4–6]. The thermalization dynam-
ics of non-helical spectrally truncated Euler flows were
studied in [7]. Long-lasting transients, due to the e⇥ect
of thermalized small-scales, were shown to behave simi-
larly to the dissipative Navier-Stokes equation. Note that
analogous dissipative mechanisms involving small-scale
thermalization were proposed in the contexts of lattice
gases and superfluidity. The thermalizing quantities are
respectively discrete Boolean entities [8] in lattice gases
[9] and sound waves in superfluid turbulence [10]. Also
note that the Galerkin truncated non-helical Euler dy-
namics was recently found to emerge as the asymptotic
limit of high order hyperviscous hydrodynamics and that
bottlenecks observed in viscous turbulence may be inter-
preted as an incomplete thermalization [11].

In this letter we study truncated helical Euler flows,
and consider the transient turbulent behavior as well as
the late time equilibrium of the system. Here is a short
summary of our main results. The relaxation toward
a Kraichnan helical absolute equilibrium [2] is observed
for the first time. Transient mixed energy and helicity
cascades are found to take place while more and more
modes gather into the Kraichnan time-dependent statis-
tical equilibrium. The results obtained in [7] for non-
helical flows are extended to the helical case. The concept
of eddy viscosity, as previously developed in [7] and [12],

is used to qualitatively explain di⇥erences observed be-
tween truncated Euler and high-Reynolds number (fixed
viscosity) Navier-Stokes. Finally, the truncated Euler
large scale modes are shown to quantitatively follow an
e⇥ective Navier-Stokes dynamics based on a (time and
wavenumber dependent) eddy viscosity that does not de-
pend explicitly on the helicity content in the flow.

Performing spherical Galerkin truncation at wave-
number kmax on the incompressible (⌅ · u = 0) and spa-
tially periodic Euler equation ⇤tu+(u·⌅)u = �⌅p yields
the following finite system of ordinary di⇥erential equa-
tions for the Fourier transform of the velocity û(k) (k is
a 3 D vector of relative integers satisfying |k| ⇤ kmax):

⇤tû�(k, t) = � i

2
P�⇥⇤(k)

⇥

p

û⇥(p, t)û⇤(k� p, t), (1)

where P�⇥⇤ = k⇥P�⇤ +k⇤P�⇥ with P�⇥ = ��⇥�k�k⇥/k2.
This time-reversible system exactly conserves the en-

ergy E =
�

k E(k, t) and helicity H =
�

k H(k, t),
where the energy and helicity spectra E(k, t) and H(k, t)
are defined by averaging respectively 1

2 |û(k�, t)|2 and
û(k�, t) · ⇥̂(�k�, t) (⇥ = ⌅⇥ u is the vorticity) on spheri-
cal shells of width �k = 1. It is trivial to show from the
definition of vorticity that |H(k, t)| ⇤ 2kE(k, t).

We will use as initial condition u0 the sum of two ABC
(Arnold, Beltrami and Childress) flows in the modes k =
3 and k = 4,

u0(x, y, z) = u(3)
ABC(x, y, z) + u(4)

ABC(x, y, z) (2)

where the basic ABC flow is a maximal helicity station-
ary solution of Euler equations in which the vorticity is
parallel to the velocity, explicitly given by

u(k)
ABC(x, y, z) =

u0

k2
{[B cos(ky) + C sin(kz)] x̂+

+ [C cos(kz) + A sin(kx)] ŷ +
+ [A cos(kx) + B sin(ky)] ẑ} . (3)
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The role played by helicity in turbulent flows is not
completely understood. Helicity is relevant in many at-
mospheric processes, such as rotating convective (super-
cell) thunderstorms, the predictability of which may be
enhanced because of its presence [1]. However helicity,
which is a conserved quantity in the three dimensional
Euler equation, plays no role in the original theory of tur-
bulence of Kolmogorov. Later studies of absolute equi-
librium ensembles for truncated helical Euler flows by
Kraichnan [2] gave support to an scenario where in helical
turbulent flows both the energy and the helicity cascade
towards small scales [3], a phenomena recently verified in
numerical simulations [4–6]. The thermalization dynam-
ics of non-helical spectrally truncated Euler flows were
studied in [7]. Long-lasting transients, due to the e⇥ect
of thermalized small-scales, were shown to behave simi-
larly to the dissipative Navier-Stokes equation. Note that
analogous dissipative mechanisms involving small-scale
thermalization were proposed in the contexts of lattice
gases and superfluidity. The thermalizing quantities are
respectively discrete Boolean entities [8] in lattice gases
[9] and sound waves in superfluid turbulence [10]. Also
note that the Galerkin truncated non-helical Euler dy-
namics was recently found to emerge as the asymptotic
limit of high order hyperviscous hydrodynamics and that
bottlenecks observed in viscous turbulence may be inter-
preted as an incomplete thermalization [11].

In this letter we study truncated helical Euler flows,
and consider the transient turbulent behavior as well as
the late time equilibrium of the system. Here is a short
summary of our main results. The relaxation toward
a Kraichnan helical absolute equilibrium [2] is observed
for the first time. Transient mixed energy and helicity
cascades are found to take place while more and more
modes gather into the Kraichnan time-dependent statis-
tical equilibrium. The results obtained in [7] for non-
helical flows are extended to the helical case. The concept
of eddy viscosity, as previously developed in [7] and [12],

is used to qualitatively explain di⇥erences observed be-
tween truncated Euler and high-Reynolds number (fixed
viscosity) Navier-Stokes. Finally, the truncated Euler
large scale modes are shown to quantitatively follow an
e⇥ective Navier-Stokes dynamics based on a (time and
wavenumber dependent) eddy viscosity that does not de-
pend explicitly on the helicity content in the flow.

Performing spherical Galerkin truncation at wave-
number kmax on the incompressible (⌅ · u = 0) and spa-
tially periodic Euler equation ⇤tu+(u·⌅)u = �⌅p yields
the following finite system of ordinary di⇥erential equa-
tions for the Fourier transform of the velocity û(k) (k is
a 3 D vector of relative integers satisfying |k| ⇤ kmax):

⇤tû�(k, t) = � i

2
P�⇥⇤(k)

⇥

p

û⇥(p, t)û⇤(k� p, t), (1)

where P�⇥⇤ = k⇥P�⇤ +k⇤P�⇥ with P�⇥ = ��⇥�k�k⇥/k2.
This time-reversible system exactly conserves the en-

ergy E =
�

k E(k, t) and helicity H =
�

k H(k, t),
where the energy and helicity spectra E(k, t) and H(k, t)
are defined by averaging respectively 1

2 |û(k�, t)|2 and
û(k�, t) · ⇥̂(�k�, t) (⇥ = ⌅⇥ u is the vorticity) on spheri-
cal shells of width �k = 1. It is trivial to show from the
definition of vorticity that |H(k, t)| ⇤ 2kE(k, t).

We will use as initial condition u0 the sum of two ABC
(Arnold, Beltrami and Childress) flows in the modes k =
3 and k = 4,

u0(x, y, z) = u(3)
ABC(x, y, z) + u(4)

ABC(x, y, z) (2)

where the basic ABC flow is a maximal helicity station-
ary solution of Euler equations in which the vorticity is
parallel to the velocity, explicitly given by

u(k)
ABC(x, y, z) =

u0

k2
{[B cos(ky) + C sin(kz)] x̂+

+ [C cos(kz) + A sin(kx)] ŷ +
+ [A cos(kx) + B sin(ky)] ẑ} . (3)

Euler PDE:

u(x, t) =
X

k

û(k, t)eik·x
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cell) thunderstorms, the predictability of which may be
enhanced because of its presence [1]. However helicity,
which is a conserved quantity in the three dimensional
Euler equation, plays no role in the original theory of tur-
bulence of Kolmogorov. Later studies of absolute equi-
librium ensembles for truncated helical Euler flows by
Kraichnan [2] gave support to an scenario where in helical
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towards small scales [3], a phenomena recently verified in
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ics of non-helical spectrally truncated Euler flows were
studied in [7]. Long-lasting transients, due to the e⇥ect
of thermalized small-scales, were shown to behave simi-
larly to the dissipative Navier-Stokes equation. Note that
analogous dissipative mechanisms involving small-scale
thermalization were proposed in the contexts of lattice
gases and superfluidity. The thermalizing quantities are
respectively discrete Boolean entities [8] in lattice gases
[9] and sound waves in superfluid turbulence [10]. Also
note that the Galerkin truncated non-helical Euler dy-
namics was recently found to emerge as the asymptotic
limit of high order hyperviscous hydrodynamics and that
bottlenecks observed in viscous turbulence may be inter-
preted as an incomplete thermalization [11].

In this letter we study truncated helical Euler flows,
and consider the transient turbulent behavior as well as
the late time equilibrium of the system. Here is a short
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a Kraichnan helical absolute equilibrium [2] is observed
for the first time. Transient mixed energy and helicity
cascades are found to take place while more and more
modes gather into the Kraichnan time-dependent statis-
tical equilibrium. The results obtained in [7] for non-
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e⇥ective Navier-Stokes dynamics based on a (time and
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mospheric processes, such as rotating convective (super-
cell) thunderstorms, the predictability of which may be
enhanced because of its presence [1]. However helicity,
which is a conserved quantity in the three dimensional
Euler equation, plays no role in the original theory of tur-
bulence of Kolmogorov. Later studies of absolute equi-
librium ensembles for truncated helical Euler flows by
Kraichnan [2] gave support to an scenario where in helical
turbulent flows both the energy and the helicity cascade
towards small scales [3], a phenomena recently verified in
numerical simulations [4–6]. The thermalization dynam-
ics of non-helical spectrally truncated Euler flows were
studied in [7]. Long-lasting transients, due to the e⇥ect
of thermalized small-scales, were shown to behave simi-
larly to the dissipative Navier-Stokes equation. Note that
analogous dissipative mechanisms involving small-scale
thermalization were proposed in the contexts of lattice
gases and superfluidity. The thermalizing quantities are
respectively discrete Boolean entities [8] in lattice gases
[9] and sound waves in superfluid turbulence [10]. Also
note that the Galerkin truncated non-helical Euler dy-
namics was recently found to emerge as the asymptotic
limit of high order hyperviscous hydrodynamics and that
bottlenecks observed in viscous turbulence may be inter-
preted as an incomplete thermalization [11].

In this letter we study truncated helical Euler flows,
and consider the transient turbulent behavior as well as
the late time equilibrium of the system. Here is a short
summary of our main results. The relaxation toward
a Kraichnan helical absolute equilibrium [2] is observed
for the first time. Transient mixed energy and helicity
cascades are found to take place while more and more
modes gather into the Kraichnan time-dependent statis-
tical equilibrium. The results obtained in [7] for non-
helical flows are extended to the helical case. The concept
of eddy viscosity, as previously developed in [7] and [12],

is used to qualitatively explain di⇥erences observed be-
tween truncated Euler and high-Reynolds number (fixed
viscosity) Navier-Stokes. Finally, the truncated Euler
large scale modes are shown to quantitatively follow an
e⇥ective Navier-Stokes dynamics based on a (time and
wavenumber dependent) eddy viscosity that does not de-
pend explicitly on the helicity content in the flow.
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cal shells of width �k = 1. It is trivial to show from the
definition of vorticity that |H(k, t)| ⇤ 2kE(k, t).

We will use as initial condition u0 the sum of two ABC
(Arnold, Beltrami and Childress) flows in the modes k =
3 and k = 4,
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Conserved quantities

Both Energy and Helicity are exactly conserved by the 
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I. INTRODUCTION

The role played by helicity in turbulent flows is not com-
pletely understood. Helicity is relevant in many atmospheric
processes, such as rotating convective !supercell" thunder-
storms, the predictability of which may be enhanced because
of its presence #1$. However helicity, which is a conserved
quantity in the three-dimensional !3D" Euler equation, plays
no role in the original theory of turbulence of Kolmogorov.
Later studies of absolute equilibrium ensembles for truncated
helical Euler flows by Kraichnan #2$ gave support to a sce-
nario where in helical turbulent flows both the energy and the
helicity cascade toward small scales #3$, a phenomena re-
cently verified in numerical simulations #4–6$. The thermal-
ization dynamics of nonhelical spectrally truncated Euler
flows were studied in #7$. Long-lasting transients due to the
effect of thermalized small-scales were shown to behave
similarly to the dissipative Navier-Stokes !NS" equation.
Note that analogous dissipative mechanisms involving small-
scale thermalization were proposed in the contexts of lattice
gases and superfluidity. The thermalizing quantities are re-
spectively discrete Boolean entities #8$ in lattice gases #9$
and sound waves in superfluid turbulence #10$. Also note that
the Galerkin truncated nonhelical Euler dynamics was re-
cently found to emerge as the asymptotic limit of high-order
hyperviscous hydrodynamics and that bottlenecks observed
in viscous turbulence may be interpreted as an incomplete
thermalization #11$.

In this paper we study truncated helical Euler flows and
consider the transient turbulent behavior as well as the late
time equilibrium of the system. Here is a short summary of
our main results. The relaxation toward a Kraichnan helical
absolute equilibrium #2$ is observed for the first time. Tran-
sient mixed energy and helicity cascades are found to take
place, while more and more modes gather into the Kraichnan

time-dependent statistical equilibrium. The results obtained
in #7$ for nonhelical flows are extended to the helical case.
Strong helicity effects are also found using initial data con-
centrated at high wave numbers. The concept of eddy viscos-
ity, as previously developed in #7,12$, is used to qualitatively
explain differences observed between the truncated Euler
and high-Reynolds number !fixed viscosity" Navier-Stokes.
Finally, the truncated Euler large scale modes are shown to
quantitatively follow an effective Navier-Stokes dynamics
based on a !time and wave-number dependents" eddy viscos-
ity that does not depend explicitly on the helicity content in
the flow.

II. METHODS

Performing spherical Galerkin truncation at wave-number
kmax on the incompressible !! ·u=0" and spatially periodic
Euler equation "tu+ !u ·!"u=−!p yields the following finite
system of ordinary differential equations for the Fourier
transform of the velocity û!k" !k is a 3D vector of relative
integers satisfying %k%!kmax":

"tû"!k,t" = −
i

2
P"#$!k"&

p
û#!p,t"û$!k − p,t" , !1"

where P"#$=k#P"$+k$P"# with P"#=%"#−k"k# /k2.
This time-reversible system exactly conserves the energy

E=&kE!k , t" and helicity H=&kH!k , t", where the energy and
helicity spectra E!k , t" and H!k , t" are defined by averaging,
respectively 1

2 %û!k! , t"%2, and û!k! , t" · &̂!−k! , t" !&=!'u is
the vorticity" on spherical shells of width (k=1. It is trivial
to show from the definition of vorticity that %H!k , t"%
!2kE!k , t".

We will use as initial condition u0 the sum of the two
Arnold, Beltrami, and Childress !ABC" flows in the modes
k=3 and k=4,
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Turbulence has been observed in inviscid and conserva-
tive systems, in the context of (compressible) low-
temperature superfluid turbulence [1–3]. This behavior
has also been reproduced using simple (incompressible)
Biot-Savart vortex methods, which amount to Eulerian
dynamics with ad hoc vortex reconnection [4]. The pur-
pose of this Letter is to study the dynamics of spectrally
truncated 3D incompressible Euler flows. Our main result
is that the inviscid and conservative Euler equation, with a
high-wave number spectral truncation, has long-lasting
transients that behave just as those of the dissipative
(with generalized dissipation) Navier-Stokes equation.
This is so because the thermalized modes between some
transition wave number and the maximum wave number
can act as a fictitious microworld providing an effective
viscosity to the modes with wave numbers below the
transition wave number.

We thus study general solutions to the finite system of
ordinary differential equations for the complex variables
v̂!k" [k is a 3D vector of relative integers !k1; k2; k3"
satisfying sup!jk!j # kmax]

@tv̂!!k; t" $ % i
2
P!"#!k"

X
p
v̂"!p; t"v̂#!k% p; t"; (1)

where P !"#$k"P!#&k#P!" with P!"$$!"%k!k"=
k2 and the convolution in (1) is truncated to sup!jk!j #
kmax, sup!jp!j # kmax, and sup!jk! % p!j # kmax.

This system is time reversible and exactly conserves the
kinetic energy E $ P

kE!k; t", where the energy spectrum
E!k; t" is defined by averaging v on spherical shells of
width !k $ 1,

E!k; t" $ 1

2

X

k%!k=2<jk0j<k&!k=2

jv̂!k0; t"j2: (2)

The discrete Eq. (1) is classically obtained [5] by per-
forming a Galerkin truncation [v̂!k" $ 0 for sup!jk!j #
kmax] on the Fourier transform v!x; t" $ P

v̂!k; t"eik'x of a
spatially periodic velocity field obeying the (unit density)

three-dimensional incompressible Euler equations,

@tv& !v 'r"v $ %rp; r ' v $ 0: (3)

The short-time, spectrally converged truncated Eulerian
dynamics (1) has been studied [6,7] to obtain numerical
evidence for or against blowup of the original (un-
truncated) Euler Eq. (3). We study here the behavior of
solutions of (1) when spectral convergence to solutions of
(3) is lost. Long-time truncated Eulerian dynamics is rele-
vant to the limitations of standard simulations of high-
Reynolds number (small viscosity) turbulence that are
performed using Galerkin truncations of the Navier-
Stokes equation [8].

Equation (1) is solved numerically using standard [9]
pseudospectral methods with resolution N. The solutions
are dealiased by spectrally truncating the modes for which
at least one wave-vector component exceeds N=3 (thus a
16003 run is truncated at kmax $ 534). This method allows
the exact evaluation of the Galerkin convolution in (1) in
only N3 logN operations. Time marching is done with a
second-order leapfrog finite-difference scheme, even and
odd time steps are periodically recoupled using fourth-
order Runge-Kutta.

To study the dynamics of (1), we use the so-called
Taylor-Green [10] single-mode initial condition of (3)
uTG $ sinx cosy cosz, vTG $ %uTG!y;%x; z", wTG $ 0.
Symmetries are employed in a standard way [11] to reduce
memory storage and speed up computations. Runs were
made with N $ 256, 512, 1024, and 1600.

Figure 1 displays the time evolution (top) and resolution
dependence (bottom) of the energy spectra. Each energy
spectrum E!k; t" admits a minimum at k $ kth!t"< kmax, in
sharp contrast with the short-time (t # 4) spectrally con-
verged Eulerian dynamics (data not shown, see [7,11]). For
k > kth!t" the energy spectrum obeys the scaling law
E!k; t" $ c!t"k2 (see the dashed line at the bottom of the
figure). The dynamics thus spontaneously generates a scale
separation at wave number kth!t". Figure 1 also shows that
kth slowly decreases with time. For fixed k inside the k2
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The dynamics of the truncated Euler equations with helical initial conditions are studied. Transient energy
and helicity cascades leading to Kraichnan helical absolute equilibrium at small scales, including a linear
scaling of the relative helicity spectrum are obtained. Strong helicity effects are found using initial data
concentrated at high wave numbers. Using low-wave-number initial conditions, the results of Cichowlas et al.
#Phys. Rev. Lett. 95, 264502 !2005"$ are extended to helical flows. Similarities between the turbulent transient
evolution of the ideal !time-reversible" system and viscous helical flows are found. Using an argument in the
manner of Frisch et al. #Phys. Rev. Lett. 101, 144501 !2008"$, the excess of relative helicity found at small
scales in the viscous run is related to the thermalization of the ideal flow. The observed differences in the
behavior of truncated Euler and !constant viscosity" Navier-Stokes are qualitatively understood using the
concept of eddy viscosity. The large scales of truncated Euler equations are then shown to follow quantitatively
an effective Navier-Stokes dynamics based on a variable !scale dependent" eddy viscosity.
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I. INTRODUCTION

The role played by helicity in turbulent flows is not com-
pletely understood. Helicity is relevant in many atmospheric
processes, such as rotating convective !supercell" thunder-
storms, the predictability of which may be enhanced because
of its presence #1$. However helicity, which is a conserved
quantity in the three-dimensional !3D" Euler equation, plays
no role in the original theory of turbulence of Kolmogorov.
Later studies of absolute equilibrium ensembles for truncated
helical Euler flows by Kraichnan #2$ gave support to a sce-
nario where in helical turbulent flows both the energy and the
helicity cascade toward small scales #3$, a phenomena re-
cently verified in numerical simulations #4–6$. The thermal-
ization dynamics of nonhelical spectrally truncated Euler
flows were studied in #7$. Long-lasting transients due to the
effect of thermalized small-scales were shown to behave
similarly to the dissipative Navier-Stokes !NS" equation.
Note that analogous dissipative mechanisms involving small-
scale thermalization were proposed in the contexts of lattice
gases and superfluidity. The thermalizing quantities are re-
spectively discrete Boolean entities #8$ in lattice gases #9$
and sound waves in superfluid turbulence #10$. Also note that
the Galerkin truncated nonhelical Euler dynamics was re-
cently found to emerge as the asymptotic limit of high-order
hyperviscous hydrodynamics and that bottlenecks observed
in viscous turbulence may be interpreted as an incomplete
thermalization #11$.

In this paper we study truncated helical Euler flows and
consider the transient turbulent behavior as well as the late
time equilibrium of the system. Here is a short summary of
our main results. The relaxation toward a Kraichnan helical
absolute equilibrium #2$ is observed for the first time. Tran-
sient mixed energy and helicity cascades are found to take
place, while more and more modes gather into the Kraichnan

time-dependent statistical equilibrium. The results obtained
in #7$ for nonhelical flows are extended to the helical case.
Strong helicity effects are also found using initial data con-
centrated at high wave numbers. The concept of eddy viscos-
ity, as previously developed in #7,12$, is used to qualitatively
explain differences observed between the truncated Euler
and high-Reynolds number !fixed viscosity" Navier-Stokes.
Finally, the truncated Euler large scale modes are shown to
quantitatively follow an effective Navier-Stokes dynamics
based on a !time and wave-number dependents" eddy viscos-
ity that does not depend explicitly on the helicity content in
the flow.

II. METHODS

Performing spherical Galerkin truncation at wave-number
kmax on the incompressible !! ·u=0" and spatially periodic
Euler equation "tu+ !u ·!"u=−!p yields the following finite
system of ordinary differential equations for the Fourier
transform of the velocity û!k" !k is a 3D vector of relative
integers satisfying %k%!kmax":

"tû"!k,t" = −
i

2
P"#$!k"&

p
û#!p,t"û$!k − p,t" , !1"

where P"#$=k#P"$+k$P"# with P"#=%"#−k"k# /k2.
This time-reversible system exactly conserves the energy

E=&kE!k , t" and helicity H=&kH!k , t", where the energy and
helicity spectra E!k , t" and H!k , t" are defined by averaging,
respectively 1

2 %û!k! , t"%2, and û!k! , t" · &̂!−k! , t" !&=!'u is
the vorticity" on spherical shells of width (k=1. It is trivial
to show from the definition of vorticity that %H!k , t"%
!2kE!k , t".

We will use as initial condition u0 the sum of the two
Arnold, Beltrami, and Childress !ABC" flows in the modes
k=3 and k=4,
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Turbulence has been observed in inviscid and conserva-
tive systems, in the context of (compressible) low-
temperature superfluid turbulence [1–3]. This behavior
has also been reproduced using simple (incompressible)
Biot-Savart vortex methods, which amount to Eulerian
dynamics with ad hoc vortex reconnection [4]. The pur-
pose of this Letter is to study the dynamics of spectrally
truncated 3D incompressible Euler flows. Our main result
is that the inviscid and conservative Euler equation, with a
high-wave number spectral truncation, has long-lasting
transients that behave just as those of the dissipative
(with generalized dissipation) Navier-Stokes equation.
This is so because the thermalized modes between some
transition wave number and the maximum wave number
can act as a fictitious microworld providing an effective
viscosity to the modes with wave numbers below the
transition wave number.

We thus study general solutions to the finite system of
ordinary differential equations for the complex variables
v̂!k" [k is a 3D vector of relative integers !k1; k2; k3"
satisfying sup!jk!j # kmax]

@tv̂!!k; t" $ % i
2
P!"#!k"

X
p
v̂"!p; t"v̂#!k% p; t"; (1)

where P !"#$k"P!#&k#P!" with P!"$$!"%k!k"=
k2 and the convolution in (1) is truncated to sup!jk!j #
kmax, sup!jp!j # kmax, and sup!jk! % p!j # kmax.

This system is time reversible and exactly conserves the
kinetic energy E $ P

kE!k; t", where the energy spectrum
E!k; t" is defined by averaging v on spherical shells of
width !k $ 1,

E!k; t" $ 1

2

X

k%!k=2<jk0j<k&!k=2

jv̂!k0; t"j2: (2)

The discrete Eq. (1) is classically obtained [5] by per-
forming a Galerkin truncation [v̂!k" $ 0 for sup!jk!j #
kmax] on the Fourier transform v!x; t" $ P

v̂!k; t"eik'x of a
spatially periodic velocity field obeying the (unit density)

three-dimensional incompressible Euler equations,

@tv& !v 'r"v $ %rp; r ' v $ 0: (3)

The short-time, spectrally converged truncated Eulerian
dynamics (1) has been studied [6,7] to obtain numerical
evidence for or against blowup of the original (un-
truncated) Euler Eq. (3). We study here the behavior of
solutions of (1) when spectral convergence to solutions of
(3) is lost. Long-time truncated Eulerian dynamics is rele-
vant to the limitations of standard simulations of high-
Reynolds number (small viscosity) turbulence that are
performed using Galerkin truncations of the Navier-
Stokes equation [8].

Equation (1) is solved numerically using standard [9]
pseudospectral methods with resolution N. The solutions
are dealiased by spectrally truncating the modes for which
at least one wave-vector component exceeds N=3 (thus a
16003 run is truncated at kmax $ 534). This method allows
the exact evaluation of the Galerkin convolution in (1) in
only N3 logN operations. Time marching is done with a
second-order leapfrog finite-difference scheme, even and
odd time steps are periodically recoupled using fourth-
order Runge-Kutta.

To study the dynamics of (1), we use the so-called
Taylor-Green [10] single-mode initial condition of (3)
uTG $ sinx cosy cosz, vTG $ %uTG!y;%x; z", wTG $ 0.
Symmetries are employed in a standard way [11] to reduce
memory storage and speed up computations. Runs were
made with N $ 256, 512, 1024, and 1600.

Figure 1 displays the time evolution (top) and resolution
dependence (bottom) of the energy spectra. Each energy
spectrum E!k; t" admits a minimum at k $ kth!t"< kmax, in
sharp contrast with the short-time (t # 4) spectrally con-
verged Eulerian dynamics (data not shown, see [7,11]). For
k > kth!t" the energy spectrum obeys the scaling law
E!k; t" $ c!t"k2 (see the dashed line at the bottom of the
figure). The dynamics thus spontaneously generates a scale
separation at wave number kth!t". Figure 1 also shows that
kth slowly decreases with time. For fixed k inside the k2
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û�(k) ⇤ e��E�⇥H

E(k) =

H(k) =

Truncated Euler equation
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Truncated Euler: 
basic facts

•Relaxation toward Kraichnan helical absolute 
equilibrium

•Transient mixed energy and helicity cascades

• Thermalized small-scales act as microworld 
providing an effective dissipation in the system
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A new mechanism of thermalization involving a direct energy cascade is obtained in the truncated

Gross-Pitaevskii dynamics. A long transient with partial thermalization at small scales is observed before

the system reaches equilibrium. Vortices are found to disappear as a prelude to final thermalization. A

bottleneck that produces spontaneous effective self-truncation and delays thermalization is characterized

when large dispersive effects are present at the truncation wave number. Order of magnitude estimates

indicate that self-truncation takes place in turbulent Bose-Einstein condensates. This effect should also be

present in classical hydrodynamics and models of turbulence.
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The Gross-Pitaevskii equation (GPE) furnishes a dy-
namical description of superfluids and Bose-Einstein
Condensates (BEC) that is valid at very low temperatures
[1]. The GPE dynamics is known to produce an energy
cascade that leads to a Kolmogorov regime of turbulence
[2,3]. Such turbulent regimes were studied in low-
temperature experiments in superfluid 4He [4] and in
BEC [5]. The truncated GPE (TGPE), obtained by per-
forming a truncation of Fourier modes, can also describe
the (classical) thermodynamic equilibrium of homogene-
ous BEC [6]. The TGPE (microcanonical) equilibrium is
known to present (when varying the energy) a condensa-
tion transition [6,7].

In the context of classical fluids, the (conservative)
truncated Euler dynamics is known to possess long-lasting
transients describing dissipative phenomena [8]. With this
motivation, we study in this Letter the TGPE thermaliza-
tion that arises from the GPE turbulent energy cascade.
Here is a short summary of our results. Partial thermaliza-
tion is observed at small scales during a long transient
regime; vortex lines then disappear and final thermaliza-
tion sets in. A bottleneck that delays the final thermaliza-
tion is characterized when large dispersive effects are
present at truncation wave number.

The TGPE is obtained from the GPE describing a ho-
mogeneous BEC of volume V by truncating the Fourier
transform of the wave function c : ĉ k " 0 for jkj> kmax

[1,6]. Introducing the Galerkin projector PG that reads in
Fourier space PG½ĉ k$ ¼ !ðkmax ! jkjÞĉ k with !ð(Þ the
Heaviside function, the TGPE explicitly reads

i@ @c
@t

¼ PG

!
! @2

2m
r2c þ gPG½jc j2$c

"
; (1)

where m is the mass of the condensed particles and g ¼
4"~a@2=m, with ~a the s-wave scattering length. Madelung’s

transformation c ðx; tÞ ¼
ffiffiffiffiffiffiffiffiffi
#ðx;tÞ
m

q
exp½i m@ $ðx; tÞ$ relates the

(complex) wave function c to a superfluid of density
#ðx; tÞ and velocity v ¼ r$, where h=m is the Onsager-
Feynman quantum of velocity circulation around the
c ¼ 0 vortex lines [1]. When Eq. (1) is linearized around
a constant c ¼ ĉ 0, the sound velocity is given by
c ¼ ðgjĉ 0j2=mÞ1=2 with dispersive effects taking place
at length scales smaller than the coherence length % ¼
ð@2=2mjĉ 0j2gÞ1=2 that also corresponds to the vortex core
size. In the TGPE numerical simulations presented in this
Letter the density # ¼ mN=V is fixed to 1 and the physical
constants in Eqs. (1) are determined by the values of %kmax

and c ¼ 2. The quantum of circulation h=m has the value
c%=

ffiffiffi
2

p
and V ¼ ð2"Þ3.

Equation (1) exactly conserves the energy H ¼R
d3xð @22m jrc j2 þ g

2 ½PGjc j2$2Þ and the number of parti-
cles N ¼ R

d3xjc j2. Using Fourier pseudospectral meth-
ods the momentum P ¼ i@

2

R
d3xðcr !c ! !crc Þ is also

conserved with dealiasing performed by the 2=3-rule
(kmax ¼ 2=3*M=2 [9] at resolution M).
We now study the thermalization of the superfluid

Taylor-Green (TG) vortex, a flow which develops from a
spatially-symmetric initial condition prepared by a mini-
mization procedure. The TGPE integrations are performed
with a dedicated pseudospectral code that uses the symme-
tries to speed up computations (see reference [2]). Up to
5123 collocation points are used and the coherence length
is determined by %kmax ¼ 1:48.
Vortices and density fluctuations are visualized on

Fig. 1. The short time behavior, see Figs. 1(a) and 1(b),
corresponds to the GPE superfluid turbulent regime pre-
viously studied in [2]. A new TGPE thermalization regime
where vortices first reconnect into simpler structures and
then decrease in size with the emergence of a thermal cloud
is present at latter times; see Figs. 1(c) and 1(d).
To further study this relaxation dynamics, we express

the energy per unit volume Etot ¼ ðH !mc2NÞ=V þ mc2

2
as the sum of three (space-averaged) parts [2]: the
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Wave propagation
104 6: Truncated Gross-Pitaevskii equation. Thermalization, mutual friction and counterflow e�ects

6.1.2 Sound propagation

The simplest stable solution of eq.(6.1) correspond to a wave function of homogeneous
density |⇤|2 = |A0|2. The linearization of eq.(6.1) around the solution ⇤ = A0e�iµt

(with µ = g|A0|2/�) leads to the Bogoliubov dispersion relation

⌅(k) =

⌥
g|A0|2

m
k2 +

�2

4m
k4. (6.21)

The sound velocity thus given by c =
⌃

g|A0|2/m and dispersive e�ects take place for
length scales smaller than the coherence length defined as

� =
⌃

�2/2m|A0|2g. (6.22)

� is also the length scale of the vortex core [27, 90].

6.1.3 Energy decomposition

Using the Madelung transformation (6.4) the energy can be decomposed into di�erent
terms of di�erent nature. Following Nore et al. [27] we define the total energy per unit
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I. INTRODUCTION

Strong turbulent effective dissipation has been observed
to take place in inviscid and conservative systems, in the
context of !compressible" low-temperature superfluid turbu-
lence #1,2$. Vortices are thus subject to some significant dy-
namical dissipation mechanism. It has been suggested that
sound emission from the vortices is the major decay process
#3–5$. Detailed mechanisms are fully three dimensional
!3D". They involve initial vortex reconnection followed by
secondary excitation of long-wavelength helical waves,
known as Kelvin waves, along the vortex line and their sub-
sequent decay into sound waves #6$. It appears that evaluat-
ing these complicated 3D effects from first principles is a
formidable task at the present time.

The purpose of the present paper is to compute the sim-
pler analogous problem in two dimensions. We thus consider
sound emission produced by the interaction of several vorti-
ces in a 2D homogenous system obeying the nonlinear
Schrödinger !NLS" equation.

Our main result is that the far field, and thus the radiation
effect can be directly computed in terms of an assumed vor-
tex motion #see Eq. !17"$. These main formulas are then
applied to the simple test case of two corotating vortices,
reproducing theoretical estimates of the same test case #7,8$,
and the prediction is compared to the result of numerical
integrations of the NLS equation.

The paper is organized as follows. In Sec. II we establish
the basic proprieties of the NLS equation and recall the gen-
eral expression for the field produced by moving vortices.
Section III is devoted to the derivation of explicit trajectory-
dependent expressions for the radiative contribution to the
far field and the radiated energy flux. Section IV contains the
determination of vortex trajectories by numerical solutions of
the NLS and the comparison with theoretical predictions.
Discussion and conclusions are finally given in Sec. V.

II. NONLINEAR SCHRÖDINGER EQUATION

We consider the nonlinear Schrodinger equation !NLSE"
written with the physically relevant parameters: the coher-
ence length " and the sound velocity c,

i
!#

!t
=

c
%2"

!− "2$# − # + &#&2#" . !1"

This equation has Galilean invariance with the transforma-
tion #!x , t"→#!x−vt , t"ei!v·x−v2t/2" and it also has a Lagrang-
ian structure from which we can calculate an energy-
momentum tensor and the conserved quantities
corresponding to space-time translations #4$.

We can map the NLSE to hydrodynamics equations using
the Madelung transformation defined by

#!x,t" = %%!x,t" exp'i
&!x,t"
%2c"

( . !2"

Replacing Eq. !2" in the NLSE !1" and separating real and
imaginary parts we get

!%

!t
+ ! · !% ! &" = 0, !3"

!&

!t
+

1
2

!"&"2 = c2!1 − %" + c2"2$%%

%%
. !4"

We recognize here the continuity equation !3" for a fluid of
density % and velocity v=!& and the Bernoulli equation !4",
except for the last term which is usually called quantum
pressure since it has no analog in standard fluid mechanics !it
is proportional to '2 in the superfluidity context and it can be
neglected when the semiclassical limit is taken".

We note that, if the function # has a zero, the density % is
well defined but the phase & is undefined. The existence of a
zero requires the real and the imaginary parts of # to vanish
simultaneously and consequently these kind of singularities
generically appear as curves in 3D and points in 2D. These
topological defects have the property that their circulation is
a multiple of 4() !)=c" /%2", and for this reason they are
called quantum vortices in the context of superfluidity. In 2D
a stationary vortex solution centered at the origin can be
constructed in polar coordinates !% ,*" using the ansatz
%!r ,*"=%0!r"2 and &!r ,*"=2)m*, with m!Z the vortex
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reproducing theoretical estimates of the same test case #7,8$,
and the prediction is compared to the result of numerical
integrations of the NLS equation.
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particles and g = 4�a~2

m with a the s-wave scattering length. This equation is also known
as (defocusing) non-linear Schrödinger equation. When g < 0 it is known as focusing
NLSE.

Equation (6.1) comes from a variational principle with the action
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�
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2
|⇤|4

⇥
(6.3)

is the Hamiltonian.

Observe that a global change of phase of the wavefunction ⇤ implies a change of
the density at equilibrium. Equation (6.1) is sometimes written with an extra µ⇤ term.
This term has no dynamical e�ect and can be arbitrarily added.

There exists a one-to-one correspondence between fluid dynamics and GPE. It is
given by the Madelung transformation defined by

⇤(x, t) =

⌃
�(x, t)

m
exp [i

m

� ⇥(x, t)], (6.4)

where �(x, t) is the density and ⇥(x, t) is the potential velocity such that v = ⇤⇥. The
Madelung transformation (6.4) is singular on the zeros of ⇤. As two conditions are
required (the real and imaginary part of ⇤ must vanish) these singularities generally
take place on points in two-dimension and on curves in three-dimensions. The Onsager-
Feynman quantum of velocity circulation around vortex lines ⇤ = 0 is given by h/m.

Equation (6.1) expressed in terms of the hydrodynamical variables reads
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Equation (6.5) is the continuity equation and eq.(6.6) is the known as the Bernoulli
equation plus a term called quantum pressure. These are the equations governing the
dynamics of isentropic, compressible and irrotational fluids.
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ces in a 2D homogenous system obeying the nonlinear
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Our main result is that the far field, and thus the radiation
effect can be directly computed in terms of an assumed vor-
tex motion #see Eq. !17"$. These main formulas are then
applied to the simple test case of two corotating vortices,
reproducing theoretical estimates of the same test case #7,8$,
and the prediction is compared to the result of numerical
integrations of the NLS equation.

The paper is organized as follows. In Sec. II we establish
the basic proprieties of the NLS equation and recall the gen-
eral expression for the field produced by moving vortices.
Section III is devoted to the derivation of explicit trajectory-
dependent expressions for the radiative contribution to the
far field and the radiated energy flux. Section IV contains the
determination of vortex trajectories by numerical solutions of
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generically appear as curves in 3D and points in 2D. These
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tion can be estimated by the following argument. In order to

maintain accuracy, when ↵ is decreased, N is increased as

(N/2⌥)⇥0.72�↵⇥1. Using ⇤22⌃, we obtain �⇥(c/�2)
�(2⌥/N)�0.72. Note that l/2⌥ defined in ⇤66⌃ is the num-
ber of defect lines crossing the z⌅0 plane inside the

 0,2⌥�� 0,2⌥� (x ,y) box. This number is four times the
number of defects inside the  0,⌥�� 0,⌥� box, given by
8/4⌥�  see ⇤64⌃ and ⇤65⌃�. Thus the total vortex length in-
creases with the resolution as

l

2⌥
⇥

32N

⇤2⌥⌃2�2c�0.72
. ⇤68⌃

In order to check that the runs of Table I are adequately

resolved, we have compared the results of several ARGLE

runs with different resolutions but the same values of c and

↵ . Table II shows that the N⌅128 run corresponding to a
value of ↵/�x⌅0.72 ⇤where �x⌅2⌥/N denotes the mesh

size⌃, is well converged. It is this value of ↵/�x that has been
used in all the other runs presented in this paper. That this

resolution is adequate is confirmed by inspection of the spec-

trum of Fig. 12⇤b⌃ showing an exponential tail for most of
the large-k regime.

C. Numerical results for the vorticity dynamics

Perhaps the most striking result of the three-dimensional

vortex dynamics is that NLSE dynamics manages to transfer

a sizeable amount of the flow’s incompressible kinetic en-

ergy into other energy components. This behavior is dis-

played in Fig. 13 which shows the time evolution of the

different components of the total energy for run d. In sharp

contrast with the two-dimensional vortical flow evolution

shown in Fig. 6, an irreversible transfer of incompressible

kinetic energy into compressible kinetic, quantum, and inter-

nal energies is manifest in Fig. 13.

One of the main quantitative results of this article is the

excellent agreement of the incompressible kinetic energy dis-

sipation rate shown on Fig. 14⇤b⌃ with the corresponding
data in the incompressible viscous TG flow  Ref. 19, Fig. 7,
Ref. 21, Fig. 1⇤b⌃, and Ref. 28, Fig. 5.12�. Both the time for
maximum energy dissipation tmax⇥5–10 and the value of the
dissipation rate at that time ⌅(tmax)⇥10

⇥2 are in quantitative

agreement.

In the limit of decreasing ↵ , the coordinates

(tmax ,⌅(tmax)) of the maximum energy dissipation show a

weak dependence on ↵ . This is remarkably similar to the
weak dependence of the corresponding viscous quantity in

the limit of viscosity ⌦ going to zero. In the viscous case, the
weak dependence in ⌦ of ⌅(tmax) is considered a hallmark of
numerical evidence for a Kolmogorov regime in decaying

turbulence.28 By inspection of Fig. 14⇤b⌃ for run d , tmax⇥8,
while the first inflection point of ⌅(t) is in the range 4⇤t⇤5
and corresponds on Fig. 14⇤a⌃ to the beginning of an appre-
ciable decrease of the incompressible kinetic energy. This

change of behavior is probably linked to the vortex recon-

nections that begin at t⇥5 ⇤see following⌃.
Another important quantity studied in viscous decaying

turbulence is the scaling of the kinetic energy spectrum dur-

TABLE I. Characteristics of the ARGLE runs that will be used as initial

data for the NLSE dynamics. The values of the energies, enstrophy, and

vortex length are indicated at the final time t⌅TARGLE .

Run a b c d

Resolution 128 256 400 512

↵ 0.1/(2�2) 0.1/(4�2) 0.1/(6.25�2) 0.1/(8�2)
TARGLE 60 60 15 60

dtARGLE 0.025 0.0125 0.008 0.006 25

Ekin
i

0.129 022 0.129 603 0.126 182 0.124 262

Ekin
c

0.000 488 0.000 26 0.000 358 0.000 129

Eq 0.007 925 0.004 598 0.003 173 0.002 382

E int 0.013 004 0.007 772 0.005 444 0.004 099

Enstrophy 6.357 064 14.544 741 24.084 934 30.105 943

l/2⌥ 36.584 050 83.703 032 138.605 561 177.864

TABLE II. Characteristics of the ARGLE runs used to check resolution.

Run j a� k

Resolution 64 128 256

↵ 0.1/(2�2) 0.1/(2�2) 0.1/(2�2)
TARGLE 30 30 30

dtARGLE 0.05 0.025 0.0125

Ekin
i

0.128 984 0.129 041 0.129 570

Ekin
c

0.011 971 0.000 488 0.000 272

Eq 0.087 639 0.007 926 0.007 804

E int 0.401 425 0.013 005 0.013 028

Enstrophy 9.749 363 6.357 759 6.356 975

l/2⌥ 56.106 275 36.588 050 36.583 538

FIG. 13. Time evolution of total energy E tot ⇤dot-dashed⌃, incompressible
kinetic energy Ekin

i ⇤solid⌃, compressible kinetic energy Ekin
c ⇤dotted⌃, quan-

tum energy Eq ⇤dashed⌃, and internal energy E int ⇤long–dashed⌃ for run d.
Note the transfer of energy from the incompressible part to the other con-

tributions.
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Truncation of GPE

3

is the Hamiltonian with and g = 4�a�2

m with a s-wave scattering length and

N =
 

V
|⇤|2 d3x, (4)

is the total number of particles.
This mathematical model has been largely studied and it has been shown to reproduce well superfluids at low

temperature, however a finite temperature the presence of normal fluid can not be neglected. There are many
approches to deals with finite temperature e�ects on Bose-Einstein condensates [8]. For a periodical system the Gross-
Pitaevskii Equation can be extended to finite temperture perfoming a Galerkin truncation, consisting on keeping only
the Fourier modes with wavenumbers smaller than a UV cut-o� kmax. If we denote ⇤(x, t) =

⌥
k Ak(t)eik·x the

Galerkin truncated GPE (GTGPE) reads

�i⇥⌅Ak

⌅t
= �⇥2k2

2m
Ak + µAk � g

��

k1,k2

Ak1A
�
k2+k1

Ak+k2 (5)

where Ak = 0 if k ⇥ kmax and the sum ⌦⌥ is performed over all wavenumbers satisfying |k1|, |k2|, |k2 � k1|, |k� k2| <
kmax. This time reversible system also conserve energy, number of particles and momentum.

Remark that the Galerkin truncated system (5) is a set ordinary di�erential equations (ODE) with a finite but
large number of degree of freedom (⇤ k3

max) and is not generally equivalent to the original partial di�erential equation
(PDE). Indeed, solutions of the original PDE are supposed to be analytical and thus to have an exponential decay of
the energy spectrum. This condition is not required by the Galerkin system (5) and will not generically hold at finite
temperature.

Because of the convolution of Eq.(5) the numerical integration of GTGPE results very expensive in computational
time (O(N9)), this di⇥culty can be easily avoided using pseudo-spectral codes, where the non-linear term is calculated
in physical space reducing the CPU time to (O(N3 log N)) using FFT (ref orszag, spectral....). The pseudo-spectral
version of Eq.(5) exactly conserve energy and mass and if it is correctly de-aliased it also conserves momentum (see
Appendix for details on conservation laws in this truncated system).

In the following we will formally write the pseudo-spectral version of Eq.(5) in physical space where the laplacian
must to be understood acting on Fourier space because ⇤ is not necessarily a smooth function. The resulting system
is driven by the Galerkin Projected Gross-Pitaevskii Equation (GPGPE????) and reads

i⇥⌅⇤

⌅t
= PG[� ⇥

2m
⌅2⇤ � µ⇤ + gPG[|⇤|2]⇤]. (6)

where P is the Galerkin pojector that in Fourier space simply reads PG[⇤̂k] = ⇥(kmax � k)⇤̂k with ⇥(·) the Heavside
function. The Galerkin truncation also preserve the Hamiltonian structure with the truncated Hamiltonian

H =
 

d3x

⇤
⇥2

2m
|⌅⇤|2 +

g

2
[PG|⇤|2]2

⌅
. (7)

The basic idea behind of a Galerkin truncation of GPE is that the introduction of a UV cut-o� allows ⇤ to be
an stationary statistical solution with finite energy, number of particles and momentum of the associated Liouville
equation of Eq.(6) .

Here: need to talk about finite impulsion thermalized states of NLS vs. gallilean invariance

2. Conserved quantities

The invariance of (2) with respect to phase rotation, space translation and time translation respectively yield the
following conservation laws for the number of particles, momentum and energy (using the Einstein convention on
repeated indices):

⌅t(⇤⇤) + ⌅k

⇧
i

⇥
2m

(⇤⌅k⇤ � ⇤⌅k⇤)
⌃

= 0 (8)

⌅t

⇤
i⇥
2

(⇤⌅j⇤ � ⇤⌅j⇤)
⌅

+ ⌅k

⇧
⇥2

2m
(⌅k⇤⌅j⇤ + ⌅k⇤⌅j⇤) + (

g

2
|⇤|4 � ⇥2

4m
⌅ll|⇤|2)�k

j

⌃
= 0 (9)

⌅t

⇤
⇥2

2m
⌅k⇤⌅k⇤ +

1
2
g|⇤|4

⌅
+ ⌅k

⇧
i⇥3

4m2

�
⌅k⇤⌅jj⇤ � ⌅k⇤⌅jj⇤

⇥
+ g|⇤|2

⇤
i⇥
2m

(⇤⌅k⇤ � ⇤⌅k⇤)
⌅⌃

= 0 (10)
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g|⇤|4

⌅
+ ⌅k

⇧
i⇥3

4m2
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Heaviside function
Description of BEC at finite temperature: Thermal 

fluctuations overwhelm quantum fluctuations

4

Following reference5 we define the total energy per unit
volume etot = (H�µN)/V �µ2/2g where µ is the chem-
ical potential (see section II B). Using the hydrodynam-
ical variables, etot can we written as the sum of three
parts: the kinetic energy ekin, the internal energy eint

and the quantum energy eq defined by

ekin =
1
V

�
d3x

1
2
(
�

⇤v)2 (8)

eint =
1
V

�
d3x

g

2m2

⌅
⇤� µm

g

⇧2

(9)

eq =
1
V

�
d3x

�2

2m2
( �⇤)2 . (10)

Using Parseval’s theorem, one can define correspond-
ing energy spectra: e.g. the kinetic energy spec-
trum ekin(k) is defined as the sum over the angles of��� 1
(2�)3

⌦
d3reirjkj

�
⇤vj

���
2
. ekin can be further decomposed

into compressible ec
kin and incompressible Ei

kin, using�
⇤v = (�⇤v)c + (�⇤v)i with  · (�⇤v)i = 0 (see6 for

details).
Finally note that the GPE (1) is invariant under the

Galilean transformation

⌅⇥(x, t) = ⌅(x� vst, t) exp
�

im

�

⌃
vs · x�

1
2
v2
s t

⌥ 
. (11)

Under this transformation eqs.(2-4) transform as

H ⇥ =
1
2
mNv2

s + P · vs + H (12)

N ⇥ = N (13)
P⇥ = mNvs + P. (14)

2. Definition of the Fourier truncated GPE

For a periodical 3d system of volume V the Fourier
truncated GPE is defined by performing a Galerkin trun-
cation that consists in keeping only the Fourier modes
with wavenumbers smaller than a UV cut-o� kmax.

Expressing ⌅ in terms of the Fourier modes Ak as

⌅(x, t) =
↵

k

Ak(t)eik·x , with
k

kmin
⌥ Z3, (15)

and where kmin = 2⇥/V 1/3 is the smallest wavenumber.
The Galerkin (Fourier) truncated Gross-Pitaevskii equa-
tion (TGPE) is defined as

�i�⇧Ak

⇧t
= ��2k2

2m
Ak �

↵

k1,k2

Ak1A
�
k2+k1

Ak+k2 , (16)

where the Fourier modes satisfy Ak = 0 if k ⇥ kmax

and the sum is performed over all wavenumbers satis-
fying |k1|, |k2|, |k2 + k1|, |k + k2| < kmax. This time-
reversible finite system of ordinary di�erential equa-
tions with a large number of degree of freedom N ⇤

(kmax/kmin)3 also conserves the energy, number of parti-
cles and momentum.

The direct numerical evolution of the convolution in
eq.(16) would be very expensive in computational time
O(N6), where N is the resolution. This di⇥culty is
avoided by using pseudo-spectral methods31 and the
non-linear term is calculated in physical space, using
FFTs that reduce the CPU time to O(N3 log N). In-
troducing the Galerkin projector P that reads in Fourier
spacePG[Ak] = �(kmax � k)Ak with �(·) the Heavside
function, the TGPE (16) can be written as

i�⇧⌅

⇧t
= PG[� �2

2m
 2⌅ + gPG[|⌅|2]⌅]. (17)

Equation (17) exactly conserves energy and mass and, if
it is correctly de-aliased using the 2/3-rule31 (dealias-
ing at kmax = 2

3
N
2 ), it also conserves momen-

tum (see Appendix A for a explicit demonstration).
The Galerkin truncation also preserves the Hamilto-
nian structure with the truncated Hamiltonian H =⌦

d3x
⇥

~2

2m | ⌅|2 + g
2 [PG|⌅|2]2

⇤
.

Note that perhaps a more standard definition of
dealiasing in eq.(17) could have been PG[|⌅|2⌅] us-
ing 1/2-rule (dealiasing at kmax = 1

2
N
2 ) rather than

PG[PG[|⌅|2]⌅] with the 2/3-rule. Using the former defini-
tion there is no restriction |k2| < kmax on the convolution
in eq.(16). Both methods are equivalent in the partial
di�erential equation (PDE) limit (exponential decay of
energy spectrum for k ⌅ kmax) and admit the same in-
variants. However the scheme of eq.(17) is preferable be-
cause kmax is larger at the same resolution. If dealiasing
is not preformed in equation (17) the errors in the con-
servation of momentum can rise up to 50% in a few units
of time (see Appendix A). In a finite di�erence scheme
the conservation of momentum should also be checked
carefully as it is bound to produce spurious e�ects.

Another e�ect caused by periodic boundary condition
is that the velocity vs in the Galilean transformation (11)
is quantized by the relation

vs =
�
m

2⇥

V 1/3
ns, (18)

where ns ⌥ Z3 and vs becomes continuous only in the
limit �/(mV 1/3)⇧ 0. The Galilean invariance is slightly
broken by the TGPE (16) because of modes close to the
truncation wavenumber kmax. However it is recovered
in the PDE limit where high wavenumber modes are
converging exponentially and also in the thermodynamic
limit: kmax

kmin
⇧ ⌃ defined below because the o�ending

terms represent only a surface e�ect in Fourier space.

3. Thermodynamical limit and statistical ensembles

Let us first note that the energy H, the number of
particles N and the momentum P in eqs. (2-4) are all
proportional to the total number of modes N ⇤ k3

maxV



Conserved quantities
Energy, number of particles and momentum

Conservation laws are valid in the truncated system, if 
dealiasing is done carefully enough

3

count for the dynamics and thermalization of the Fourier
truncated GPE.

In Sec. III, the thermodynamic equilibrium is ex-
plored. The microcanonical and grand canonical distri-
butions are numerically shown to be equivalent. Exact
analytical expressions for the low-temperature thermody-
namic functions are obtained. A standard second-order ⇥
phase transition is exhibited at finite-temperature using
the SGLE-generated grand canonical states.

In Sec. IV, the direct energy cascade is considered as
a new mechanism for GPE thermalization. Using initial
data with mass and energy distributed at large scales, a
long transient with partial thermalization at small-scales
is characterized. Vortex annihilation is observed to take
place and is related to mutual friction e⇥ects. A bottle-
neck producing spontaneous self truncation with partial
thermalization and a time-evolving e⇥ective truncation
wavenumber is characterized in the limit of large disper-
sive e⇥ects at the maximum wavenumber of the simula-
tion.

In Sec. V, the new SGLE algorithm is used to generate
counter-flow states, with non-zero values of momentum,
that are shown to be metastable under SGLE evolution.
The spontaneous nucleation of vortex ring and the cor-
responding Arrhenius law are characterized. Dynamical
counter-flow e⇥ects are investigated using vortex rings
and straight vortex lines arranged in crystal-like patterns.
An anomalous translational velocity of vortex ring is ex-
hibited and is quantitatively related to the e⇥ect of ther-
mally excited finite-amplitude Kelvin waves. Orders of
magnitude are estimated for the corresponding e⇥ects in
weakly interacting Bose-Einstein condensates and super-
fluid 4He.

Section VI is our conclusion. The numerical methods
and low-temperature thermodynamic functions are de-
scribed in an appendix.

II. THEORETICAL BACKGROUND

This section deals with basic facts needed to under-
stand the dynamics and thermalization of the Fourier
truncated GPE. We first recall in section II A 1 the
(untruncated) GPE dynamics, its associated conserved
quantities and the corresponding spectra; this material
can be skipped by the reader already familiar with the
GPE model of superflow4,6. The Fourier truncated GPE,
its thermodynamical limit and the di⇥erent statistical en-
sembles are then defined.

The thermodynamics of the truncated system is intro-
duced in section II B using the microcanonical distribu-
tion. The canonical and grand canonical distributions are
also used as they allow to directly label the equilibrium
states by temperature and particle numbers.

A stochastically forced Ginzburg-Landau equation
(SGLE) is considered in section IIC and shown to de-
fine a new algorithm that directly generates the grand
canonical distributions.

A. Galerkin truncated Gross-Pitaevskii equation

1. Conservation laws and Galilean invariance of the GPE

Superfluids and Bose-Einstein condensates3,30 can be
described at low temperature by the Gross-Pitaevskii
equation (GPE) that is a partial di⇥erential equation
(PDE) for the complex field ⌃ that reads

i�⌥⌃

⌥t
= � �2

2m
⇥2⌃ + g|⌃|2⌃, (1)

where |⌃|2 is the number of particles per unit volume,
m is the mass of the condensed particles and g = 4�ã~2

m ,
with ã the s-wave scattering length. This equation con-
serves the Hamiltonian H, the total number of particles
N and the momentum P defined in volume V by

H =
⇧

V
d3x

⇤
�2

2m
|⇥⌃|2 +

g

2
|⌃|4

⌅
(2)

N =
⇧

V
|⌃|2 d3x (3)

P =
⇧

V

i�
2

�
⌃⇥⌃ � ⌃⇥⌃

⇥
d3x. (4)

It will be useful for the next sections to explicitly write
the conservation law of the momentum ⌥t

i~
2 (⌃⌥j⌃ �

⌃⌥j⌃) + ⌥k�kj = 0, where the momentum flux tensor
�kj is defined as6

�kj =
�2

2m
(⌥k⌃⌥j⌃ +⌥k⌃⌥j⌃)+ �kj(

g

2
|⌃|4� �2

4m
⇥2|⌃|2).

(5)
It is well known that the GPE (1) can be mapped into

hydrodynamics equations of motion for a compressible ir-
rotational fluids using the Madelung transformation de-
fined by

⌃(x, t) =

⌥
⌅(x, t)

m
exp [i

m

� ⇧(x, t)], (6)

where ⌅(x, t) is the fluid density and ⇧(x, t) is the ve-
locity potential such that v = ⇥⇧. The Madelung
transformation (6) is singular on the zeros of ⌃. As
two conditions are required (both real and imaginary
part of ⌃ must vanish) these singularities generally take
place on points in two-dimension and on curves in three-
dimensions. The Onsager-Feynman quantum of velocity
circulation around vortex lines ⌃ = 0 is given by h/m.

When eq.(1) is linearized around a constant ⌃ = A0,
the sound velocity is given by c =

⌃
g|A0|2/m with dis-

persive e⇥ects taking place for length scales smaller than
the coherence length defined by

⇤ =
⌃

�2/2m|A0|2g. (7)

⇤ is also the length scale of the vortex core3,6.
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1 U0P̂ #c!%ĥĥ& 1 2c%ĥyĥ& 1 %ĥyĥĥ&$ . (4)

This describes the full dynamics of the region C and its
coupling to an effective heat bath ĥ!r", which in prin-
ciple can be described using a form of quantum kinetic
theory. The finite temperature GPE is discussed in detail
in Ref. [20].

In this Letter, however, we wish to show that the GPE
alone can describe the evolution of general configurations
of the coherent region C towards an equilibrium that can
be parametrized by a temperature. We therefore ignore all
terms involving ĥ!r" in Eq. (4) and concentrate on the first
two terms of the first line, which we call the projected GPE.
Although this equation is both unitary and reversible, we
expect it to evolve general states to equilibrium, because
deterministic nonlinear systems exhibit chaotic, and hence
ergodic, behavior if more than a few degrees of freedom
are present [21]. This is confirmed by our numerical simu-
lations and forms the main result of this Letter.

The projected GPE describes a microcanonical system.
However, if the region C is large, then fluctuations in en-
ergy and particle number in the grand canonical ensemble
would be small. Hence we expect the final equilibrium
state of the projected GPE to be similar to that of the finite
temperature GPE coupled to a bath ĥ!r" with the appro-
priate chemical potential and temperature. This does not
affect the main result of this Letter, however, which is sim-
ply that equilibrium is attained. The detailed nonequilib-
rium dynamics of the system will depend on the exchange
of energy and particles between C and the bath, and this
will be addressed in future work.

We have performed simulations for a fully three-
dimensional homogeneous Bose gas with periodic bound-
ary conditions. This choice has been made to simplify the
projection operation that must be carried out. In this case
the single particle states are plane waves, and the effect
of a condensate is simply to mix modes of momenta p
and 2p. This allows us to apply the projector cleanly
in momentum space, which is easily accessible by fast
Fourier transform. In principle there is no barrier to
performing the same computation in a trap — in practice
the projection operation is much more time consuming.

The dimensionless equation we compute is

i
≠c!r̃"

≠t
! 2=̃2c!r̃" 1 CnlP̂ jc!r̃"j2c!r̃" , (5)

where we have defined
R

d3r̃ jc!r̃"j2 ! 1. The non-
linear constant is Cnl ! 2mNU0'h̄2L, where N is the total
number of particles in the volume, and L is the period of
the system. Our dimensionless parameters are r̃ ! r'L,
wave vector k̃ ! kL, energy ˜́ ! ´'´L, and time
t ! ´Lt'h̄, with ´L ! h̄2'!2mL2".

The calculations presented here have been performed
with Cnl ! 2000, and the projector P̂ chosen such that
all modes have jkj , 15 3 2p'L. This means that a

large number of the states contained in the calculation are
phononlike for large condensate fraction. We note that
while the number of states in the problem is fixed, the
nonlinear constant determines only the ratio of NU0'L.
This means that for a given value of Cnl, we are free to
choose N , U0, and L such that our condition jckj2 ¿ 1
is always satisfied for a given physical situation. In
particular, we can choose 87Rb atoms with N ! 5 3 105

and L ( 17 mm to give a number density of about
1014 cm23—similar parameters to current experiments in
traps.

We begin our simulations with wave functions far from
equilibrium with a chosen total energy Ẽ. They have a
flat distribution in k space out to some maximum momen-
tum determined by Ẽ, and the phase of each momentum
component is chosen at random. These initial states are
then evolved for a time period of t ! 0.4, by which stage
equilibrium appears to have been reached. We determine
the properties of the system at equilibrium by assuming
that the ergodic theorem applies, and time averaging over
50 wave functions from the last dt ! 0.1 of the simula-
tion. We find that the equilibrium properties depend only
on the total energy— they are independent of the details
of the initial wave function.

Strong evidence that the simulations have reached equi-
librium is given by the time dependence of the condensate
population. For all energies this settles down to an average
value that fluctuates by a small amount, and the results are
presented in Fig. 1. Further support is provided by the dis-
tribution of the particles in momentum space. Rather than
using the plane-wave basis, we transform the wave func-
tions into the quasiparticle basis of quadratic Bogoliubov
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)
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FIG. 1. Condensate fraction plotted against total energy after
each individual simulation has reached equilibrium. The barely
discernible vertical lines on each point indicate the magnitude
of the fluctuations.

160402-2 160402-2

!eq
k ! T=k2, which actually corresponds to the distribution

(3) with zero chemical potential. This allows us to legiti-
mately assume " ! 0 below the transition threshold E "
Etr. Note that " ! 0 is also justified by the fact that the
mass of the incoherent wave component is not conserved,
due to its interaction with the condensate, which plays the
role of a reservoir of particles.

The number of condensed particles n0 and the energy E
( " Etr) may then be calculated by setting " ! 0 in the
equilibrium distribution (3). One readily obtains #N $
n0%=V ! 4#Tkc and E=V ! 4#Tk3c=3, which gives

n0=N ! 1$ E=Etr; (6)

or n0=N ! 1$ T=Ttr, where Ttr ! 3Etr=#4#Vk3c%. As in
standard Bose-Einstein condensation, n0 vanishes at the
critical temperature Ttr, and n0 becomes the total number
of particles as T tends to zero. The linear behavior of n0 vs
E in Eq. (6) is consistent with the numerical simulations
(see Fig. 2). However, note that Eq. (6) is derived for a
spherically symmetric continuous distribution of nk, while
the numerical integration is implicitly discretized.
Equation (6) should thus be replaced by

n0
N

! 1$ E
N

P
k

01=#k2x & k2y & k2z%
P
k

01
; (7)

where
P
k
0 denotes a discrete sum for $kc " kx; ky; kz "

kc that excludes the origin kx ! ky ! kz ! 0.
This distribution is plotted in Fig. 2 and compared with

the numerical simulations of Eq. (1). The simulations
started from a nonequilibrium distribution  #x; t ! 0% !P
kak exp#ik ' x%, where the phases of the complex ampli-

tudes ak are distributed randomly [6–8]. They confirm the
existence of the condensation process for sufficiently low

energy densities [6]. We performed simulations with differ-
ent numbers of computational modes (83, 163, 323, 643,
and 1283). Our numerical results reveal that once the
number of modes exceeds 163, it only weakly affects the
condensate fraction n0=N (Fig. 1). This means that the
system has reached some thermodynamic limit with only
163 modes.

The linear dependence (7) between n0 and E gives a
poor approximation of the numerical results, mainly be-
cause the condensate fraction has been calculated by taking
into account only the linear (kinetic) contribution E to the
total energy of the wave H. To include the nonlinear
(interaction) contribution, we adapt the Bogoliubov expan-
sion procedure of a weakly interacting Bose gas [16] to the
classical wave problem considered here. Note that, within
the dimensionless units adopted in Eq. (1), the standard
criterion of applicability of Bogoliubov’s theory [17] reads
#N=V%1=2=#8#%3=2 ( 1. We start from the total energy H
of the nonlinear waveH ! P

kk2a)kak & 1
2V

P
k1;k2;k3;k4a

)
k1
*

a)k2ak3ak4$k1&k2$k3$k4 , where $k is the Kronecker delta
symbol. The Hamiltonian may be decomposed into four
terms, H!H0&H2&H3&H4, depending on how the
zero mode, a0 ! ak!0, and nonzero modes, ak!0, enter
the expansion: H0 ! 1

2V +ja0j4 & 2ja0j2#N $ ja0j2%,, H2!P
k
0+#k2& ja0j2

V %a)kak& 1
2V #a20a)ka)$k&c:c%,, H3! 1

2V*P
k1;k2;k3

0#2a0a)k1a
)
k2
ak3 &c:c:%$k1&k2$k3 , H4 ! 1

2V *P
k1;k2;k3;k4

0a)k1a
)
k2
ak3ak4 * $k1&k2$k3$k4 , where

P
k
0 ex-

cludes the k ! 0 mode. The kinetic equation requires the
Hamiltonian to be diagonal in quadratic terms. To this end,
we apply the Bogoliubov’s transformation for the canoni-
cal variables bk ! ukak $ vka)$k, with the condition

〈H〉/V

i iiiii

n  /N0
n  /N0

〈H〉/V

FIG. 2 (color online). Condensate fraction n0=N vs total en-
ergy density hHi=V, where hHi ! E& E0, E0 being the con-
densate energy [see Eq. (9)]. Points (-) refer to numerical
simulations of the NLS Eq. (1) with 643 modes (N=V ! 1=2).
The straight line (i) [(ii)] corresponds to the continuous Eq. (6)
[discretized Eq. (7)] approximation. Curve (iii) refers to con-
densation in the presence of nonlinear interactions [from
Eq. (9)], which makes the transition to condensation subcritical,
as illustrated in the inset (with 10243 modes). Each point (-)
corresponds to an average over 103 time units.
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FIG. 1 (color online). Numerical simulations of the NLS
Eq. (1) showing the temporal evolution of condensed particles
n0=N in 3D: independently of the number of computational
modes, n0=N tends to converge for long interaction times
(hHi=V ! 2, N=V ! 1=2, and kc ! #=dx where dx ! 1 refers
to the spatial discretization of the NLS equation).
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1. Micro-canonical ensembles.

If thermalization is achieved after a long time integration of GPE (spectrally truncated or discretized by finite
di⇥erence), because of the dynamics conserves energy, number of particles and momentum the corresponding statistical
final states will be given by the statistics of Micro-Canonical ensemble where the probability dw of finding the system
with given values of energy Hi, number of particles Ni and momentum Pi is [14]

dw = cte eS⇥(H �Hi)⇥(N �Ni)⇥3(P�Pi)dHdNd3P (21)

with S = log � is the entropy and � the number of accessible micro-states.
Remark that as all the conserved quantities are proportional to the number of Fourier modes, if the energy is in

equipartition the UV cut-o⇥ kmax will be necessary to keep these quantities finites. In general all the micro-canonical
states will depend explicitly on kmax.

The thermalized states obtained integrating GPE are formally determined by the values Hi, Ni and Pi given by the
initial condition, however a explicit expression of dw or the entropy can not be easily obtained. The thermalization
of GPE dynamics studied in references [3–5] have been obtained with Pi = 0, and varying the values of Hi and Ni

[3, 4] showed that GPE present a phase transition analogous to a condensation process in Bose-Einstein condensation,
where the 0-wave-number A0 vanish for finite values of Hi and Ni.

Long time integration of GPE thus provides a simple way to obtain the micro-canonical distribution and find by
direct measure relations between H,N and A0, however the temperature of the system does not appers explicitly and
cannot directly obtained.

2. Boltzmann Grand canonical distribution

The simple way to obtain explicitly the temperature is to pass from Micro canonical to Canonical or Grand
Canonical formulation allowing the system to exchange the conserved quantities with a big reservoir. The Grand
canonical distribution probablity in equilibrium is given by a Boltzman weight

Pstat =
1
Z e��F (22)

where F = H � µN �W · P is a linear combination of the conserved quantities, � = 1/T the inverse temperature
and Z the Grand Partition function. The conjugate variable µ is the chemical potential and we will refer to W as
the counter-flow velocity.

Note that if W = 0, then F = H � µN and the statistic weight of distribution (28) correspond to that of ⇤ � ⇧4

theory with two components, largely studied in second order phase transitions. [add ref].
Due to the non-gaussian character of the thermodynamical equilibirum is not trivial to generate a statistical

stationary solution of (6), however we will present in the next section a simply and e⇤cient algorithm allowing to
obtain stationary statistical solution of Eq.(6) in Grand Canonical ensemble.

C. Algorithm to generate Grand Canonical equilibrium distributions

Our basic point is that it is possible to construct a stochastical process that converge to an stationary solution
sharing the same equilibrium distribution that (6). The process is defined by a Langevin equation consisting in a nosy
Ginzurg-Landau equation (NGLR ?????) given by

F = H � µN �W · P (23)

�⌥Ak

⌥t
= � 1

V

⌥F

⌥A⇥
k

+
⌅

2T� ⌅̂(k, t) (24)

⇥⌅(x, t)⌅⇥(x⇤, t⇤)⇤ = V ⇥(t� t⇤)⇥(x� x⇤) (25)

where ⌅̂(k, t) is the (truncated) Fourier transform of the gaussian white noise ⌅(x, t) defined by Eq.(25). The Langevin
equation (23-25) formally written in physical space explicitly reads

�⌥⌃

⌥t
= PG[

�2

2m
⇧2⌃ + µ⌃ � gPG[|⌃|2]⌃ � i�W ·⇧⌃] +

⌅
2T�PG[⌅(x, t)]. (26)
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from where their respective variations follows:

dG = V dp� SdT + µdN + ⌅NdN �P · dW (30)
d⇥ = �pdV � SdT �Ndµ + ⌅NdN �P · dW(31)
d⇥⇥ = �pdV � SdT �Ndµ�Nd⌅N �P · dW.(32)

Based on standard arguments of extensive variables32
and noting that ⌅N and W are intensive variables we
find the standard formula of the Gibbs potential with
two types of particles

G = µN + ⌅NN . (33)

Using eqs.(27) and (33) in eqs.(28) and (29) we find

⇥ = �pV + ⌅NN , ⇥⇥ = �pV (34)

The relations (26-34) determine all the thermodynamic
variables and potentials. For instance note that the pres-
sure p can be obtained from eq.(31), eq.(32) or eq.(34)
by

p = � ⌃⇥
⌃V

����
T,µ,N ,W

= �⇥� ⌅NN
V

= �⇥⇥

V
(35)

where ⌅N = ��
�N
��
V,T,µ,W

.
We proceed now to show that thermodynamic defini-

tion (35) of the pressure coincides with the standard re-
lation in fluid dynamics. In order to make explicit the
dependence of the energy H on the volume V let us de-
fine the dimensionless space variables x̃ = x/V

1
3 and ⇧̃ =

V 1/2⇧. Expressed in term of these variables the Hamil-
tonian (2) reads H =

�
d3x̃
⇥

~2

2m
1

V
2
3
|⇧̃⇧̃|2 + 1

V
g
2 |⇧̃|

4
⇤
.

Taking the derivative with respect to V and reintroduc-
ing x and ⇧ yields

⌃H

⌃V
= � 1

V

⌦
d3x

⌅
�2

2m

2
3
|⇧⇧|2 +

g

2
|⇧|4
⇧

. (36)

This expression corresponds to the spatial average of the
the diagonal part of �ik. As by definition E = H and
the derivative has been implicitly done at constant total
number of modes and momentum we find, using the ther-
modynamic relation (26) and eq.(36), that the pressure
satisfies

p = � ⌃E

⌃V

����
S,N,N ,P

= � ⌃H

⌃V

����
N,N ,P

, (37)

where the second equality holds for adiabatic
compressions32.

Finally remark that replacing ⇥ in eq.(28) we obtain
the thermodynamic relation

E + pV � µN �W·P = TS + ⌅NN . (38)

Note that, in a classical system, the entropy is defined
up to an additive constant related to the normalization
of the phase-space. However the quantity TS + ⌅NN

is completely determined because each term in the left
hand side of eq.(38) is well defined. By the same argu-
ments d (N⌅N /T ) is also a completely determined quan-
tity. If the variable N had not been taken into account,
the corresponding pressure would be �⇥/V and therefore
wrongly defined and depending on the normalization con-
stant. The grand canonical potential ⇥ will be explicitly
obtained at low-temperature in subsection III B where
the above considerations can be explicitly checked.

C. Generation of grand canonical distribution
using a stochastic Ginzburg-Landau equation

Grand canonical equilibrium states given by the statis-
tics (21-22) cannot be easily obtained because the Hamil-
tonian H in eq.(2) is not quadratic and therefore the sta-
tistical distribution is not Gaussian. Nevertheless it is
possible to construct a stochastic process that converges
to a stationary solution with equilibrium distribution (21-
22). This process is defined by a Langevin equation con-
sisting of a stochastic Ginbzurg-Landau equation (SGLE)
that reads

�⌃Ak

⌃t
= � 1

V

⌃F

⌃A�
k

+

↵
2�
V �

⇤̂(k, t) (39)

⇤⇤(x, t)⇤�(x⇥, t⇥)⌅ = ⇥(t� t⇥)⇥(x� x⇥), (40)

where F is defined in eq.(22) and ⇤̂(k, t) is the (kmax-
truncated) Fourier transform of the gaussian white-noise
⇤(x, t) defined by eq.(40). The Langevin equation (39-40)
explicitly reads in physical space

�⌃⇧

⌃t
= PG[

�2

2m
⇧2⇧ + µ⇧ � gPG[|⇧|2]⇧ � i�W ·⇧⇧]

+

↵
2�
V �

PG[⇤(x, t)]. (41)

In the T ⇥ 0 limit eq.(41) reduce to the advective real
Ginzurg-Landau equation (up to a redefinition of µ) that
was introduced in reference6. This equation has the same
stationary solutions of than the TGPE (17) in a system of
reference moving with velocity W. When also included in
the TGPE the term µ⇧ in eq.(41) has, because of particle
number conservation, the only e⇤ect of adding a global
time-dependent phase factor to the solution.

The probability distribution P [{Ak, A�
k}k<kmax ] of the

stochastic process defined by eqs.(39-40) can be shown
to obey the following Fokker-Planck equation33,34

⌃P
⌃t

=
 

k<kmax

⌃

⌃Ak

⌃
1

V �
⌃F

⌃A�
k

P +
1

V ��

⌃P
⌃A�

k

⌥
+ c.c . (42)

It is straightforward to demonstrate that the probabil-
ity distribution (21) is a stationary solution of eq.(42),
provided that �F is a positive defined function of
{Ak, A�

k}k<kmax .

~@ 
@t

= PG[
~2

2m
r2 + µ � gPG[| |2] � i~W ·r ] +

s
2~
V �

PG[⇣(x, t)]
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In order to control the value of the number of particles
or the pressure, the SGLE must we supplied with one of
two ad-hoc equation for the chemical potential. These
equation simply read

dµ

dt
= �⇧N (N �N�)/V (43)

dµ

dt
= �⇧p(p� p�) (44)

where the pressure p is computed as p = ��H
�V in eq.(36).

Equation (43) controls the number of particles and fixes
its mean value to the control value N�. Similarly eq.(44)
control the pressure and fixes its value at p�. Equations
(43-44) are not compatible and they must not be used
simultaneously. Depending on the type of the themper-
ature scans, SGLE must use either eq.(43), eq.(44) or
solely with a fixed value of µ.

In the rest of this paper we will perform several numer-
ical simulations of TGPE (16) and SGLE (41). For nu-
merics, the parameters in SGLE (omitting the Galerkin
projector P) will be rewritten as

⌦ 

⌦t
= �⇧2 + �⇥

0 � ⇥0| |2 � iW ·⇧ +
⇤

kBT

�
⇤,

with similar changes for TGPE.
In terms of �, �⇥

0 and ⇥0 the physical relevant param-
eters: the coherence length ⌃ and the velocity of sound c
defined in II A 1 (eq.(7) and text before) are expressed as

⌃ =
⇥
�/�⇥

0 , c =
�

2�⇥0�� (45)

with �� = �⇥
0/⇥0 the value of the density at T = 0 set

to �� = 1 in all present simulations. In order to keep
constant the value of intensive variables in the thermo-
dynamic limit (19), with V constant and kmax ⇥⇤, the
inverse temperature has been expressed as ⇥ = 1/kBT
where kB = V/N . With these definitions, the tempera-
ture T has units of energy per volume.

Note that 4⌥� is the quantum of circulation. Once ⌃ is
fixed, the value of ⌃/c only determine a time-scale. The
velocity of sound will be set to c = 2 and the di⇥erent
runs presented in this work were obtained varying only
the coherence length ⌃, the temperature T , the counter-
flow velocity W and the UV cut-o⇥ wavenumber kmax.
The number ⌃kmax will be kept constant when the reso-
lution is changed except in section IV B where dispersive
e⇥ects are studied. Finally in all numerical results the en-
ergy and momentum will be presented per unit of volume
V = (2⌥)3 and the control values of number of particles
and pressure in eqs.(43-44) are set to mN�/V = �� = 1
and p� = c2��2/2 = 2. Numerical integration are per-
formed by using a periodic psedo-spectral code and the
temporal scheme used is a Runge-Kutta of order 4 for
TGPE and implicit Euler for SGLE.

III. CHARACTERIZATION OF
THERMODYNAMIC EQUILIBRIUM

The thermodynamic equilibrium is explored and char-
acterized in this section..

First, the microcanonical and grand canonical distribu-
tions are numerically shown to be equivalent in a range of
temperatures in section III A by comparing the statistics
of GPE and SGLE generated states.

Steepest descent method is used on the grand partition
function in section III B to obtain exact analytical expres-
sions for the low-temperature thermodynamic functions.
The basic numerical tools are validated by reproducing
these low-temperature results.

In section III C a standard second-order ⌅ phase tran-
sition is exhibited at finite-temperature using the SGLE-
generated grand canonical states and the deviations to
low-temperature equipartition are characterized.

A. Comparison of microcanonical and grand
canonical states

We now numerically compare the statistics of the grand
canonical states produced by the new algorithm SGLE,
to the statistics of the microcanonical states obtained by
long-time integrations of TGPE. The coherence length
is set to ⌃ =

⌅
2/10 and 323 colocation points are used

(kmax = 10). The initial condition for the TGPE runs
are chosen with random phases in a similar way than in
references13,24. We obtain low, medium and high values
of the energy with constant density � = mN/V = 1 (see
table I).

TABLE I: Parameters of TGPE initial condition and time
steps.

H T TGPE time steps SGLE time steps

0.09 0.09 40000 9600

0.5 0.5 20000 9600

1.96 1.8 20000 9600

4.68 4 20000 5000

To compare with the SGLE generated statistics a scan
in temperature at constant density � = 1 is performed
in order to obtain the temperature corresponding to the
energies of the TGPE runs. Using the thermalized final
states obtained from TGPE and converged final states of
SGLE histograms of the of the density �(x) in physical
space are confronted in Fig.1. They are found to be in
excellent agreement.

Note that when the energy (or temperature) increases
more and more weight is apparent near � = 0 indicating
the presence of vortices. The Gaussian character of low
temperature histograms motivates the low-temperature
calculation in the next section. Remark that even at
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FIG. 1: Comparison of density histograms obtained by SGLE
and TGPE dynamics with energy equal to a) H = 0.09, b)
H = 0.51, c) H = 1.96 and d) H = 4.68 (see table I). Solid
line in a) is a Gaussian of standard deviation ¯�⇤2 = 0.016 (see
below eq.(59)) computed with the low-temperature calcula-
tions of section III B. ⇥ = 2/10

�
2 and resolution 323

this low 323 resolution the micro and grand canonical
distribution coincides.

The SGLE is found to converge much faster than the
TGPE as apparent in table I). Because of the accurate
conservative temporal scheme needed for the integration
of the TGPE, the SGLE yields to a large economy of CPU
time. For the local machine where these computations
were done the SGLE was more than 10 times faster than
TGPE.

B. Low-temperature calculation

The gaussian histogram of Fig.1.a strongly suggest
that some quadratic approximation should work at low
temperature to obtain exact analytical expressions for
the thermodynamic functions. In this section we use
a such an approximation to compute the grand par-
tition function Z and the grand canonical potential52
� = ���1 logZ defined in (28).

The first step is to express the energy F of eq.(22)
in terms of the Fourier amplitudes Ak. This leads to
a non quadratic function F [Ak, A⇥

k] explicitly given in
appendix B (eqs.B1-B3). The grand partition function is
a product integral over all the Fourier amplitudes

Z(�, µ,W) = V N
⌦

dA0dA⇥
0

2⌅

 

k<kmax

dAkdA⇥
k

2⌅
e��F [Ak,A�

k].

(46)
The integrals in (46) cannot be done explicitly, however
it is possible to give a low-temperature approximation

using the method of steepest descent28,35. In addition
to F an external field �µ0|A0|2V will be added in or-
der to explicitly obtain the mean value of condensate
Fourier mode ¯|A0|2 by direct di⇥erentiation. The physi-
cal partition function is obtained by setting µ0 = 0. The
integrals are dominated by the saddle-point determined
by ⇥F

⇥A�
k
� µ0A0V ⇥k,0 = 0 that gives the solution (see

eqs.(B4) and (B5))

g|A0|2
��
sp

= µ + µ0 Ak = 0 fork ⇥= 0, (47)

where the subscript “sp” stands for saddle-point. Note
that in general we have that ¯|A0|2 ⇥= |A0|2

��
sp

and the
mean value is equal to saddle-point only at T = 0. Other
solutions obtained when W ⇥= 0 will be discussed in detail
in section V.

In the saddle-point Ak = 0 for k ⇥= 0, we thus need
to keep only quadratic terms in Ak to obtain the low-
temperature approximation. Denoting p = �k, at lead-
ing order F can be rewritten as F = F0 + F1 + F2 with

F0 = V (
g

2
|A0|4 � µ|A0|2) (48)

F1 = V
�

p ⇤=0

(
p2

2m
� µ + 2g|A0|2 �W · p)|Ap|2 (49)

F2 = V
g

2

�

p ⇤=0

A⇥2
0ApA�p + A2

0A⇥
pA⇥

�p. (50)

To obtain the low-temperature partition function we
must compute the determinant of the matrix ⇥2F

⇥Ap⇥Aq
�

µ0V ⇥p,0⇥q,0. This determinant is obtained by using the
Bogoliubov transformation

Ap = upBp + vpB
⇥
�p (51)

with up = A0
|A0|

1⇤
1�L2

p

, vp = A0
|A0|

Lp⇤
1�L2

p

and where

Lp is determined by impossing the diagonalization of
F � µ0|A0|2V . Lp is explicitly given in eq.(B6). Is easy
to show that (51) is a canonical transformation and the
normalization condition of the Poisson bracket implies
|up|2 � |vp|2 = 1.

Expressing F in the Bogoliubov basis we obtain

F = V

⌅

⌃g

2
|A0|4 � µ|A0|2 +

�

p ⇤=0

(⇤(p;µ, µ0)�W · p) |Bp|2
⇧

⌥

(52)
with the phonon dispersion relation (see appendix B)

⇤(p;µ, µ0) =

↵⇥
µ + 2µ0 +

p2

2m

⇤2

� (µ + µ0)2. (53)

The exited modes Bp are called phonons in quantum
mechanics. Here, because of classical statistics and
the quadratic Hamiltonian, there will be equipartition
among phonon modes. Replacing the value of the chem-
ical potential by the saddle-point µ = g|A0|2

��
sp

(with
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Dynamical counterflow effects on vortex evolution under the truncated Gross-Pitaevskii equation are
investigated. Standard longitudinal mutual-friction effects are produced and a dilatation of vortex rings is obtained
at large counterflows. A strong temperature-dependent anomalous slowdown of vortex rings is observed and
attributed to the presence of thermally excited Kelvin waves. This generic effect of finite-temperature superfluids
is estimated using energy equipartition and orders of magnitude are given for weakly interacting Bose-Einstein
condensates and superfluid 4He. The relevance of thermally excited Kelvin waves is discussed in the context of
quantum turbulence.
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Quantum vortices present in superfluids interact with
the normal fluid producing mutual-friction effects that must
be phenomenologically introduced into Landau’s two-fluid
model.1,2 For superfluid 4He, there is no generally accepted
theory of mutual friction that is valid over the entire tem-
perature range.3 For Bose-Einstein condensates (BECs), the
Gross-Pitaevskii equation (GPE) is a dynamical description
that was thought to be valid only in the low-temperature limit.4

Davis et al.5 suggested that, when a truncation of Fourier
modes is performed, the resulting truncated GPE (TGPE) can
also describe the (classical) thermodynamic equilibrium of a
homogeneous BEC.5 The TGPE was found to relax toward
(microcanonical) equilibrium and a condensation transition
was obtained.5,6 Vortex dynamics was studied within the TGPE
by Berloff and Youd,7 who observed a dissipative contraction
of vortex rings.

The purpose of this Brief Report is to investigate mutual
friction and counterflow effects in the context of the TGPE.
We present a stochastic algorithm that allows the efficient
generation of grand canonical equilibrium states with nonzero
momentum at given (target) values of temperature, chemical
potential, and counterflow. These states are then combined
with lattices of straight vortices and vortex rings, and their
TGPE evolutions are monitored. Our main result is that,
besides the phenomenologically expected counterflow effects,
the TGPE also induces a (phenomenologically) unexpected
slowdown of vortex rings that is caused by thermally excited
Kelvin waves and should be considered in quantum turbulence.

The TGPE describing a homogeneous BEC of volume V
is obtained from the GPE by truncating the Fourier transform
of the wave function ψ : ψ̂k ≡ 0 for |k| > kmax.4,5 Introducing
the Galerkin projectorPG, which in Fourier space isPG[ψ̂k] =
θ (kmax − |k|)ψ̂k with θ (·) the Heaviside function, the TGPE
explicitly reads

ih̄
∂ψ

∂t
= PG

[
− h̄2

2m
∇2ψ + gPG[|ψ |2]ψ

]
, (1)

where |ψ |2 is the number of condensed particles per unit
volume, m is their mass, and g = 4π ãh̄2/m, with ã the
s-wave scattering length. The superfluid velocity reads vs =
(h̄/m)∇φ, where φ is the phase of the (complex) ψ and

h/m is the Onsager-Feynman quantum of velocity circulation
around vortex lines ψ = 0.4 When Eq. (1) is linearized
around a constant ψ = ψ̂0, the sound velocity is given
by c = (g|ψ̂0|2/m)

1/2
with dispersive effects taking place

for length scales smaller than the coherence length ξ =
(h̄2/2m|ψ̂0|2g)

1/2
, which also corresponds to the vortex core

size.
Equation (1) exactly conserves the energy H =∫

d3x( h̄2

2m
|∇ψ |2 + g

2 [PG|ψ |2]2) and the number of parti-
cles N =

∫
d3x|ψ |2. The momentum P = ih̄

2

∫
d3x(ψ∇ψ −

ψ∇ψ) is also conserved when standard Fourier pseudospectral
methods are used, provided that they are dealiased using the
2/3 rule (kmax = 2/3 × M/2, Ref. 8, at resolution M). [Global
momentum conservation is mandatory to correctly describe
vortex–normal-fluid interactions. When the nonlinear term in
Eq. (1) is written, as in Ref. 5, PG[|ψ |2ψ], dealiasing must be
performed at kmax = M/4.]

Microcanonical equilibrium states are known to result
from long-time integration of the TGPE.5–7 Grand canonical
states are given by the probability distribution Pst[ψ] =
Z−1 exp[−β(H − µN − vn · P)]. They allow the direct con-
trol of temperature (instead of energy in a microcanonical
framework). These states can be efficiently obtained by
constructing a stochastic process that converges to a realization
with probability Pst[ψ].9 This process is defined by a Langevin
equation consisting in a stochastic Ginbzurg-Landau equation
(SGLE):

h̄
∂ψ

∂t
= PG

[
h̄2

2m
∇2ψ − gPG[|ψ |2]ψ

]

+PG [µψ − ih̄vn · ∇ψ] +

√
2h̄
Vβ

PG [ζ (x,t)] , (2)

where the white noise ζ (x,t) satisfies ⟨ζ (x,t)ζ ∗(x′,t ′)⟩ =
δ(t − t ′)δ(x − x′), β is the inverse temperature, µ the chemical
potential, and vn the normal velocity. The term ih̄vn · ∇ψ
induces an asymmetry in the repartition of sound waves
and generates nonzero momentum states. These states do
not generally correspond to a condensate moving at velocity
vs = vn because vs is the gradient of a phase and takes

132506-11098-0121/2011/83(13)/132506(4) ©2011 American Physical Society
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from where their respective variations follows:

dG = V dp� SdT + µdN + ⌅NdN �P · dW (30)
d⇥ = �pdV � SdT �Ndµ + ⌅NdN �P · dW(31)
d⇥⇥ = �pdV � SdT �Ndµ�Nd⌅N �P · dW.(32)

Based on standard arguments of extensive variables32
and noting that ⌅N and W are intensive variables we
find the standard formula of the Gibbs potential with
two types of particles

G = µN + ⌅NN . (33)

Using eqs.(27) and (33) in eqs.(28) and (29) we find

⇥ = �pV + ⌅NN , ⇥⇥ = �pV (34)

The relations (26-34) determine all the thermodynamic
variables and potentials. For instance note that the pres-
sure p can be obtained from eq.(31), eq.(32) or eq.(34)
by

p = � ⌃⇥
⌃V

����
T,µ,N ,W

= �⇥� ⌅NN
V

= �⇥⇥

V
(35)

where ⌅N = ��
�N
��
V,T,µ,W

.
We proceed now to show that thermodynamic defini-

tion (35) of the pressure coincides with the standard re-
lation in fluid dynamics. In order to make explicit the
dependence of the energy H on the volume V let us de-
fine the dimensionless space variables x̃ = x/V

1
3 and ⇧̃ =

V 1/2⇧. Expressed in term of these variables the Hamil-
tonian (2) reads H =

�
d3x̃
⇥

~2

2m
1

V
2
3
|⇧̃⇧̃|2 + 1

V
g
2 |⇧̃|

4
⇤
.

Taking the derivative with respect to V and reintroduc-
ing x and ⇧ yields

⌃H

⌃V
= � 1

V

⌦
d3x

⌅
�2

2m

2
3
|⇧⇧|2 +

g

2
|⇧|4
⇧

. (36)

This expression corresponds to the spatial average of the
the diagonal part of �ik. As by definition E = H and
the derivative has been implicitly done at constant total
number of modes and momentum we find, using the ther-
modynamic relation (26) and eq.(36), that the pressure
satisfies

p = � ⌃E

⌃V

����
S,N,N ,P

= � ⌃H

⌃V

����
N,N ,P

, (37)

where the second equality holds for adiabatic
compressions32.

Finally remark that replacing ⇥ in eq.(28) we obtain
the thermodynamic relation

E + pV � µN �W·P = TS + ⌅NN . (38)

Note that, in a classical system, the entropy is defined
up to an additive constant related to the normalization
of the phase-space. However the quantity TS + ⌅NN

is completely determined because each term in the left
hand side of eq.(38) is well defined. By the same argu-
ments d (N⌅N /T ) is also a completely determined quan-
tity. If the variable N had not been taken into account,
the corresponding pressure would be �⇥/V and therefore
wrongly defined and depending on the normalization con-
stant. The grand canonical potential ⇥ will be explicitly
obtained at low-temperature in subsection III B where
the above considerations can be explicitly checked.

C. Generation of grand canonical distribution
using a stochastic Ginzburg-Landau equation

Grand canonical equilibrium states given by the statis-
tics (21-22) cannot be easily obtained because the Hamil-
tonian H in eq.(2) is not quadratic and therefore the sta-
tistical distribution is not Gaussian. Nevertheless it is
possible to construct a stochastic process that converges
to a stationary solution with equilibrium distribution (21-
22). This process is defined by a Langevin equation con-
sisting of a stochastic Ginbzurg-Landau equation (SGLE)
that reads

�⌃Ak

⌃t
= � 1

V

⌃F

⌃A�
k

+

↵
2�
V �

⇤̂(k, t) (39)

⇤⇤(x, t)⇤�(x⇥, t⇥)⌅ = ⇥(t� t⇥)⇥(x� x⇥), (40)

where F is defined in eq.(22) and ⇤̂(k, t) is the (kmax-
truncated) Fourier transform of the gaussian white-noise
⇤(x, t) defined by eq.(40). The Langevin equation (39-40)
explicitly reads in physical space

�⌃⇧

⌃t
= PG[

�2

2m
⇧2⇧ + µ⇧ � gPG[|⇧|2]⇧ � i�W ·⇧⇧]

+

↵
2�
V �

PG[⇤(x, t)]. (41)

In the T ⇥ 0 limit eq.(41) reduce to the advective real
Ginzurg-Landau equation (up to a redefinition of µ) that
was introduced in reference6. This equation has the same
stationary solutions of than the TGPE (17) in a system of
reference moving with velocity W. When also included in
the TGPE the term µ⇧ in eq.(41) has, because of particle
number conservation, the only e⇤ect of adding a global
time-dependent phase factor to the solution.

The probability distribution P [{Ak, A�
k}k<kmax ] of the

stochastic process defined by eqs.(39-40) can be shown
to obey the following Fokker-Planck equation33,34

⌃P
⌃t

=
 

k<kmax

⌃

⌃Ak

⌃
1

V �
⌃F

⌃A�
k

P +
1

V ��

⌃P
⌃A�

k

⌥
+ c.c . (42)

It is straightforward to demonstrate that the probabil-
ity distribution (21) is a stationary solution of eq.(42),
provided that �F is a positive defined function of
{Ak, A�

k}k<kmax .

~@ 
@t

= PG[
~2

2m
r2 + µ � gPG[| |2] � i~W ·r ] +

s
2~
V �

PG[⇣(x, t)]
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⇥kmax = 1.48), temperature and counterflow values (see
legend on Fig. 7.b).

Figure 7.a displays the temporal evolution of (R⇤, R⇥)
the respectively parallel and perpendicular component of
the vortex filament to the counterflow for T = 1, 0.5 and
wz = 0.4. The trajectories are obtained by averaging
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FIG. 7: a) Trajectory of a vortex in the crystal pattern for
T = 1, T = 0.5 and wz = .4. Inset: run with T = 1 until t =
600.b) Temperature dependence of advection velocity v⇥/wz

for the crystal and �vL/vT=0
L for vortex rings. Dashed line

corresponds to eq.(70) with B� =. c) Temporal evolution of
the square of the length of vortex ring for di⇥erent values of
counterflow. T = 1 and initial radius R = 15�. [Change
legend of fig b]

along the direction of the vortices, then the coordinate
of the vortices is found by seeking the zero of the reduced
2d wavefunction. Observe that the vortex, originally lo-
cated at ( 3�

4 , 3�
4 ), moves in the direction of the counter-

flow and its velocity clearly depends on the temperature.
It is apparent that a perpendicular movement is induced.
This movement has two phases, the first one related to
an adaptation and makes the crystal imperfect inducing
a longitudinal velocity. Then the perpendicular move-
ment almost stops (a very slight slope can be observed
for long time integration). [This initial phase where
the parallel and perpendicular motions have sim-
ilar velocities lasts longer when ⇥/d is decreased
by increasing the resolution (data not shown).]
Observe that the imperfection of the crystal of the new
configuration is almost equal for the two temperatures
presented in Fig.7.a, however the induced parallel veloc-
ity is considerable di�erent. The induced parallel velocity
is thus not driving by longitudinal motion.

We now concentrate on the measurement of R⇤ for
which the present configuration is best suited.

Observe that R⇤ has a linear behavior, that allows to
directly measure the parallel velocity v⇤. The temper-

ature dependence of v⇤/wz is presented on Fig.7.b for
di�erent values of wz and d/⇥ (corresponding to the dif-
ferent resolutions).

For superfluid vortices the standard dynamic equation
of the vortex line velocity vL is4

vL = vsl +�s�⇥ (vn�vsl)���s�⇥ [s�⇥ (vn�vsl)], (69)

where s� is the tangent of the vortex line, vsl is the is
the local superfluid velocity that is the sum of the am-
bient superfluid velocity vs and the self-induced vortex
velocity ui and vn = w + vs is the normal velocity. The
constants �,�� depend on the temperature. The exis-
tence of the transverse force (related to the third term
of r.h.s. in Eq.69) has been subject of a large debate
in low-temperature community in the last part of the
90’s45–51 and the controversy is not still solved. Applied
to the present case, eq.(69) predicts v⇥ = ��wz and
v⇤ = ��wz. The value of the constant ��, related to the
transverse force, depends on the normal density and the
scattering section. It can be expressed as

�� = B� ⇤n

2⇤
(70)

where B� is a order one constant4. A fit to the mea-
sured values of v⇤/wz yields B� = XXX, see fig.7b.
We thus conclude that finite-temperature TGPE coun-
terflow e�ects measured on R⇤ for the crystal pattern are
in quantitative agreement with standard phenomenology
(eq.(69)). We have seen above that the e�ect on R⇥ is of
the same order of magnitude that the one on R⇤, as long
as crystal imperfection does not come into play.

2. Vortex rings

We now turn to study the e�ect of counterflow on vor-
tex rings. The initial condition is prepared as in the pre-
vious section but the crystal ⌅crystal replaced by vortex
ring ⌅ring, that is an exact stationary (in a co-moving
frame) solution of GPE. The plane containing the vor-
tex rings of radius R is perpendicular to the counter-
flow and the rings are numerically obtained by a Newton
method40–42.

In the case of vortex rings the general formula (69)
yields

Ṙ = ��(ui � wz) (71)
vL = vs + (1� ��)ui + ��wz. (72)

In the special simple case wz = 0, a contraction of the
vortex ring is predicted. This transverse e�ect e�ect was
obtained and measured by Berlo�27.

The temporal evolution of the square of the vortex
length of a ring of initial radius R = 15⇥ at temperature
T = 1 and counterflow wz = 0, 0.2 and 0.4 is displayed
on Fig.7.c. For w = 0, the dynamics under TGPE evolu-
tion reproduces the Berlo� ring contraction, that is due

↵0 = B0 ⇢n

2⇢
↵ = B

⇢n

2⇢

Normal velocityvn :

ui : Self-induced velocityvs : Superfluid velocity

VL :vortex line velocity

vsl = vs + ui : Local superfluid velocity
Fluid Dyn. Res. 41 (2009) 051401 C F Barenghi and R J Donnelly

Figure 4. A curved vortex filament. Note the three vectors along the tangent, normal and binormal
directions T̂ , N̂ and B̂ at the position ⇧s.

the self-induced velocity of the vortex, because it is generated by its own geometrical shape.
Equation (18) thus determines the motion of a vortex filament at T = 0.

At the leading order, the Biot–Savart law can be approximated by the local induction
approximation (LIA)

⇧vsi
s (⇧x) ⇤ ⇥

4⇤
ln

�
R

aeff

⇥
⇧s ⌅ ⇥ ⇧s ⌅⌅, (19)

where aeff is an effective core radius. Equation (19) states that, in the first approximation,
the velocity of a vortex filament at the position ⇧s is along the binormal direction and has
magnitude, which is inversely proportional to the local radius of curvature.

Whether the LIA is a good approximation to the exact Biot–Savart law depends on the
problem. In section 2.5, we shall see an example in which the LIA gives a qualitative wrong
answer.

In sections 2.4 and 2.5, we shall apply the Biot–Savart law to two problems: vortex
rings disturbed by large amplitude Kelvin waves and torus knots. The context can be
interpreted either as classical (inviscid vortex rings whose core is of infinitesimal thickness) or
quantum (vortex rings in superfluid helium at temperature T = 0). Finite-temperature effects
on vortices in superfluid helium are discussed in the next section.

2.3. Vortex rings at nonzero temperature: the Schwarz equation

At nonzero temperature the vortex cores scatter the thermal excitations, thus creating a
mutual friction force between the normal fluid and the superfluid, as reviewed by Barenghi
et al (1983). The forces acting on the unit length of vortex line are the Magnus force, ⇧FM, and
the drag force, ⇧FD, given by

⇧FM = ⌅s⇥⇧s ⌅ ⇥ (⇧vL � ⇧vs) (20)

and

⇧FD = ⌅s⇥�⇧s ⌅ ⇥ ⇧s ⌅ ⇥ (⇧vs � ⇧vn) + ⌅s⇥�⌅⇧s ⌅ ⇥ (⇧vs � ⇧vn), (21)

8

Fig. from C. F. Barenghi and R. J. Donnelly.  
Fluid Dyn. Res. 41 (2009) 051401
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Counterflow effect on TGPE 
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⇥kmax = 1.48), temperature and counterflow values (see
legend on Fig. 7.b).

Figure 7.a displays the temporal evolution of (R⇤, R⇥)
the respectively parallel and perpendicular component of
the vortex filament to the counterflow for T = 1, 0.5 and
wz = 0.4. The trajectories are obtained by averaging

! "! #!! #"! $!!
!

#!!

$!!

%!!

&!!

"!!

'!!

(!!

)

*+
,�
-$

.

.

/0!1.20#
/0!3$1.20#
/0!3&1.20#
/0#.20!34

!

%3'

%34

&

&3$

&3&

&3'

)
.

#! $! %! &! "! '! (! 4! 5! #!!

.

6.*)-.203".70!3&
6.*)-.203".70!3&
6.*)-.20#.70!3&
6.*)-.20#.70!3&

! #!! $!! %!! &!! "!! '!!
��

��

!

$

&

'

)
.

.

a)

b) c)

#!�� #!!
#!��

#!��

#!��

#!!

2

.

.

60#"
60$!

�8.,$�
9:3.*''-

/0!3$.'&%

/0!3&.'&%
/0!3$.%$%

/0!3&.%$%
/0!3'.%$%

FIG. 7: a) Trajectory of a vortex in the crystal pattern for
T = 1, T = 0.5 and wz = .4. Inset: run with T = 1 until t =
600.b) Temperature dependence of advection velocity v⇥/wz

for the crystal and �vL/vT=0
L for vortex rings. Dashed line

corresponds to eq.(70) with B� =. c) Temporal evolution of
the square of the length of vortex ring for di⇥erent values of
counterflow. T = 1 and initial radius R = 15�. [Change
legend of fig b]

along the direction of the vortices, then the coordinate
of the vortices is found by seeking the zero of the reduced
2d wavefunction. Observe that the vortex, originally lo-
cated at ( 3�

4 , 3�
4 ), moves in the direction of the counter-

flow and its velocity clearly depends on the temperature.
It is apparent that a perpendicular movement is induced.
This movement has two phases, the first one related to
an adaptation and makes the crystal imperfect inducing
a longitudinal velocity. Then the perpendicular move-
ment almost stops (a very slight slope can be observed
for long time integration). [This initial phase where
the parallel and perpendicular motions have sim-
ilar velocities lasts longer when ⇥/d is decreased
by increasing the resolution (data not shown).]
Observe that the imperfection of the crystal of the new
configuration is almost equal for the two temperatures
presented in Fig.7.a, however the induced parallel veloc-
ity is considerable di�erent. The induced parallel velocity
is thus not driving by longitudinal motion.

We now concentrate on the measurement of R⇤ for
which the present configuration is best suited.

Observe that R⇤ has a linear behavior, that allows to
directly measure the parallel velocity v⇤. The temper-

ature dependence of v⇤/wz is presented on Fig.7.b for
di�erent values of wz and d/⇥ (corresponding to the dif-
ferent resolutions).

For superfluid vortices the standard dynamic equation
of the vortex line velocity vL is4

vL = vsl +�s�⇥ (vn�vsl)���s�⇥ [s�⇥ (vn�vsl)], (69)

where s� is the tangent of the vortex line, vsl is the is
the local superfluid velocity that is the sum of the am-
bient superfluid velocity vs and the self-induced vortex
velocity ui and vn = w + vs is the normal velocity. The
constants �,�� depend on the temperature. The exis-
tence of the transverse force (related to the third term
of r.h.s. in Eq.69) has been subject of a large debate
in low-temperature community in the last part of the
90’s45–51 and the controversy is not still solved. Applied
to the present case, eq.(69) predicts v⇥ = ��wz and
v⇤ = ��wz. The value of the constant ��, related to the
transverse force, depends on the normal density and the
scattering section. It can be expressed as

�� = B� ⇤n

2⇤
(70)

where B� is a order one constant4. A fit to the mea-
sured values of v⇤/wz yields B� = XXX, see fig.7b.
We thus conclude that finite-temperature TGPE coun-
terflow e�ects measured on R⇤ for the crystal pattern are
in quantitative agreement with standard phenomenology
(eq.(69)). We have seen above that the e�ect on R⇥ is of
the same order of magnitude that the one on R⇤, as long
as crystal imperfection does not come into play.

2. Vortex rings

We now turn to study the e�ect of counterflow on vor-
tex rings. The initial condition is prepared as in the pre-
vious section but the crystal ⌅crystal replaced by vortex
ring ⌅ring, that is an exact stationary (in a co-moving
frame) solution of GPE. The plane containing the vor-
tex rings of radius R is perpendicular to the counter-
flow and the rings are numerically obtained by a Newton
method40–42.

In the case of vortex rings the general formula (69)
yields

Ṙ = ��(ui � wz) (71)
vL = vs + (1� ��)ui + ��wz. (72)

In the special simple case wz = 0, a contraction of the
vortex ring is predicted. This transverse e�ect e�ect was
obtained and measured by Berlo�27.

The temporal evolution of the square of the vortex
length of a ring of initial radius R = 15⇥ at temperature
T = 1 and counterflow wz = 0, 0.2 and 0.4 is displayed
on Fig.7.c. For w = 0, the dynamics under TGPE evolu-
tion reproduces the Berlo� ring contraction, that is due

↵0 =
vk

w

↵0 = B0 ⇢n

2⇢
↵ = B
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2D equivalent is more 
complicated!

Superfluid Mutual-friction Coefficients from Vortex Dynamics in the Two-dimensional Galerkin-truncated 
Gross-Pitaevskii Equation, Vishwanath Shukla, Marc Brachet, Rahul Pandit, http://arxiv.org/abs/1412.0706
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⇥kmax = 1.48), temperature and counterflow values (see
legend on Fig. 7.b).

Figure 7.a displays the temporal evolution of (R⇤, R⇥)
the respectively parallel and perpendicular component of
the vortex filament to the counterflow for T = 1, 0.5 and
wz = 0.4. The trajectories are obtained by averaging
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FIG. 7: a) Trajectory of a vortex in the crystal pattern for
T = 1, T = 0.5 and wz = .4. Inset: run with T = 1 until t =
600.b) Temperature dependence of advection velocity v⇥/wz

for the crystal and �vL/vT=0
L for vortex rings. Dashed line

corresponds to eq.(70) with B� =. c) Temporal evolution of
the square of the length of vortex ring for di⇥erent values of
counterflow. T = 1 and initial radius R = 15�. [Change
legend of fig b]

along the direction of the vortices, then the coordinate
of the vortices is found by seeking the zero of the reduced
2d wavefunction. Observe that the vortex, originally lo-
cated at ( 3�

4 , 3�
4 ), moves in the direction of the counter-

flow and its velocity clearly depends on the temperature.
It is apparent that a perpendicular movement is induced.
This movement has two phases, the first one related to
an adaptation and makes the crystal imperfect inducing
a longitudinal velocity. Then the perpendicular move-
ment almost stops (a very slight slope can be observed
for long time integration). [This initial phase where
the parallel and perpendicular motions have sim-
ilar velocities lasts longer when ⇥/d is decreased
by increasing the resolution (data not shown).]
Observe that the imperfection of the crystal of the new
configuration is almost equal for the two temperatures
presented in Fig.7.a, however the induced parallel veloc-
ity is considerable di�erent. The induced parallel velocity
is thus not driving by longitudinal motion.

We now concentrate on the measurement of R⇤ for
which the present configuration is best suited.

Observe that R⇤ has a linear behavior, that allows to
directly measure the parallel velocity v⇤. The temper-

ature dependence of v⇤/wz is presented on Fig.7.b for
di�erent values of wz and d/⇥ (corresponding to the dif-
ferent resolutions).

For superfluid vortices the standard dynamic equation
of the vortex line velocity vL is4

vL = vsl +�s�⇥ (vn�vsl)���s�⇥ [s�⇥ (vn�vsl)], (69)

where s� is the tangent of the vortex line, vsl is the is
the local superfluid velocity that is the sum of the am-
bient superfluid velocity vs and the self-induced vortex
velocity ui and vn = w + vs is the normal velocity. The
constants �,�� depend on the temperature. The exis-
tence of the transverse force (related to the third term
of r.h.s. in Eq.69) has been subject of a large debate
in low-temperature community in the last part of the
90’s45–51 and the controversy is not still solved. Applied
to the present case, eq.(69) predicts v⇥ = ��wz and
v⇤ = ��wz. The value of the constant ��, related to the
transverse force, depends on the normal density and the
scattering section. It can be expressed as

�� = B� ⇤n

2⇤
(70)

where B� is a order one constant4. A fit to the mea-
sured values of v⇤/wz yields B� = XXX, see fig.7b.
We thus conclude that finite-temperature TGPE coun-
terflow e�ects measured on R⇤ for the crystal pattern are
in quantitative agreement with standard phenomenology
(eq.(69)). We have seen above that the e�ect on R⇥ is of
the same order of magnitude that the one on R⇤, as long
as crystal imperfection does not come into play.

2. Vortex rings

We now turn to study the e�ect of counterflow on vor-
tex rings. The initial condition is prepared as in the pre-
vious section but the crystal ⌅crystal replaced by vortex
ring ⌅ring, that is an exact stationary (in a co-moving
frame) solution of GPE. The plane containing the vor-
tex rings of radius R is perpendicular to the counter-
flow and the rings are numerically obtained by a Newton
method40–42.

In the case of vortex rings the general formula (69)
yields

Ṙ = ��(ui � wz) (71)
vL = vs + (1� ��)ui + ��wz. (72)

In the special simple case wz = 0, a contraction of the
vortex ring is predicted. This transverse e�ect e�ect was
obtained and measured by Berlo�27.

The temporal evolution of the square of the vortex
length of a ring of initial radius R = 15⇥ at temperature
T = 1 and counterflow wz = 0, 0.2 and 0.4 is displayed
on Fig.7.c. For w = 0, the dynamics under TGPE evolu-
tion reproduces the Berlo� ring contraction, that is due

w = vn � vs
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⇥kmax = 1.48), temperature and counterflow values (see
legend on Fig. 7.b).

Figure 7.a displays the temporal evolution of (R⇤, R⇥)
the respectively parallel and perpendicular component of
the vortex filament to the counterflow for T = 1, 0.5 and
wz = 0.4. The trajectories are obtained by averaging
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FIG. 7: a) Trajectory of a vortex in the crystal pattern for
T = 1, T = 0.5 and wz = .4. Inset: run with T = 1 until t =
600.b) Temperature dependence of advection velocity v⇥/wz

for the crystal and �vL/vT=0
L for vortex rings. Dashed line

corresponds to eq.(70) with B� =. c) Temporal evolution of
the square of the length of vortex ring for di⇥erent values of
counterflow. T = 1 and initial radius R = 15�. [Change
legend of fig b]

along the direction of the vortices, then the coordinate
of the vortices is found by seeking the zero of the reduced
2d wavefunction. Observe that the vortex, originally lo-
cated at ( 3�

4 , 3�
4 ), moves in the direction of the counter-

flow and its velocity clearly depends on the temperature.
It is apparent that a perpendicular movement is induced.
This movement has two phases, the first one related to
an adaptation and makes the crystal imperfect inducing
a longitudinal velocity. Then the perpendicular move-
ment almost stops (a very slight slope can be observed
for long time integration). [This initial phase where
the parallel and perpendicular motions have sim-
ilar velocities lasts longer when ⇥/d is decreased
by increasing the resolution (data not shown).]
Observe that the imperfection of the crystal of the new
configuration is almost equal for the two temperatures
presented in Fig.7.a, however the induced parallel veloc-
ity is considerable di�erent. The induced parallel velocity
is thus not driving by longitudinal motion.

We now concentrate on the measurement of R⇤ for
which the present configuration is best suited.

Observe that R⇤ has a linear behavior, that allows to
directly measure the parallel velocity v⇤. The temper-

ature dependence of v⇤/wz is presented on Fig.7.b for
di�erent values of wz and d/⇥ (corresponding to the dif-
ferent resolutions).

For superfluid vortices the standard dynamic equation
of the vortex line velocity vL is4

vL = vsl +�s�⇥ (vn�vsl)���s�⇥ [s�⇥ (vn�vsl)], (69)

where s� is the tangent of the vortex line, vsl is the is
the local superfluid velocity that is the sum of the am-
bient superfluid velocity vs and the self-induced vortex
velocity ui and vn = w + vs is the normal velocity. The
constants �,�� depend on the temperature. The exis-
tence of the transverse force (related to the third term
of r.h.s. in Eq.69) has been subject of a large debate
in low-temperature community in the last part of the
90’s45–51 and the controversy is not still solved. Applied
to the present case, eq.(69) predicts v⇥ = ��wz and
v⇤ = ��wz. The value of the constant ��, related to the
transverse force, depends on the normal density and the
scattering section. It can be expressed as

�� = B� ⇤n

2⇤
(70)

where B� is a order one constant4. A fit to the mea-
sured values of v⇤/wz yields B� = XXX, see fig.7b.
We thus conclude that finite-temperature TGPE coun-
terflow e�ects measured on R⇤ for the crystal pattern are
in quantitative agreement with standard phenomenology
(eq.(69)). We have seen above that the e�ect on R⇥ is of
the same order of magnitude that the one on R⇤, as long
as crystal imperfection does not come into play.

2. Vortex rings

We now turn to study the e�ect of counterflow on vor-
tex rings. The initial condition is prepared as in the pre-
vious section but the crystal ⌅crystal replaced by vortex
ring ⌅ring, that is an exact stationary (in a co-moving
frame) solution of GPE. The plane containing the vor-
tex rings of radius R is perpendicular to the counter-
flow and the rings are numerically obtained by a Newton
method40–42.

In the case of vortex rings the general formula (69)
yields

Ṙ = ��(ui � wz) (71)
vL = vs + (1� ��)ui + ��wz. (72)

In the special simple case wz = 0, a contraction of the
vortex ring is predicted. This transverse e�ect e�ect was
obtained and measured by Berlo�27.

The temporal evolution of the square of the vortex
length of a ring of initial radius R = 15⇥ at temperature
T = 1 and counterflow wz = 0, 0.2 and 0.4 is displayed
on Fig.7.c. For w = 0, the dynamics under TGPE evolu-
tion reproduces the Berlo� ring contraction, that is due

�vL

ui
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ui
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Kelvin waves & vortex rings
•Kelvin waves induce 

anomalous translational 
velocity. 
•L Kiknadze and Y Mamaladze, JLTP,126(1-2):
321–326, 2002.

•C. F Barenghi, R. Hanninen and M.Tsubota. 
PRE, 74(4):046303, 2006

•Equipartition of energy 
between waves and 
thermal bath

the LIA is indeed correct. Integration of the motion using the
exact BSL shows that, provided the amplitude of the Kelvin
waves is large enough, the vortex ring moves !on the aver-
age" backwards. This result is illustrated in Figs. 1 and 2: the
former shows snapshots of the ring at different times as it
travels, the latter gives the average translational velocity of
the ring along the z direction as a function of the amplitude A
of the Kelvin waves. It is apparent that the translational ve-
locity decreases with increasing amplitude of the Kelvin
waves and can even become negative.

At some critical value of the amplitude A the translational
velocity is zero and the perturbed vortex ring hovers like a
stationary helicopter. In the case of N=10 Kelvin waves this
happens when A /R=0.17 approximately, which is quite close
to the LIA prediction, A /R=0.16. For N=6 and N=20 the
critical value is, respectively, A /R=0.32 and A /R=0.085.
This dependence of the critical amplitude on N is in approxi-
mate agreement with the LIA prediction #20$.

The backward velocity of the perturbed vortex ring de-
pends nonlinearly on the amplitude A of the Kelvin waves.
At large enough amplitude A this velocity will slow down.
This can be clearly seen in Fig. 2. The Kelvin waves, that
can be imagined to behave like small vortex rings, tend to
turn backwards, or more precisely, on the direction opposite
to the motion of the unperturbed vortex ring. The larger the
amplitude the larger fraction of the ring velocity is oriented
downwards. This is compensated by the decrease in velocity
of the single ring, which is inversely proportional to the am-

plitude, resulting an optimum value at some amplitude. For
N=20 the optimum amplitude A%0.25R resulting a down-
ward velocity that is already slightly higher than the velocity
upwards of the unperturbed ring.

In addition to Kelvin waves, the translational velocity of
the vortex ring can be reduced by having an additional swirl
velocity along the vortex core. This was considered by Wid-
nall, Bliss, and Zalay #21$. However, this effect does not
matter in our limit of thin-core vortices, which is relevant to
superfluids.

The dispersion relation of large-amplitude Kelvin waves
can be obtained by tracking the motion of the vortex on the
y=0 plane, for example. If the amplitude A of the Kelvin
wave is small, the vortex draws a circle at approximately the
same angular frequency that is obtained analytically for
small-amplitude Kelvin waves and given by Eq. !1". In the
long wavelength limit !k→0" this relation becomes

! = −
"k2

4#
&ln' 2

ka
( − $) , !8"

where $=0.5772¯ is Euler’s constant and the negative sign
only indicates that the Kelvin waves rotate opposite to the
circulation. Again the above equation differs slightly !−$ in
stead of 1/4−$" from the form given by Schwarz #22$, but
this is again only due to the definition of the core type.

We find that if we increase the amplitude of the Kelvin
waves on the ring then the angular frequency decreases, a
result which we also verified in the case of a straight vortex.
Some example curves drawn by the vortex on the y=0 plane
are shown in Fig. 3. The average angular frequency is plotted
in Fig. 4, which shows also the dispersion relation of waves
on a straight vortex for comparison.

It is important to notice that, under the LIA used by
Kiknadze and Mamaladze #20$ the vortex length remains
constant #22$, whereas the quantity which is conserved under
the exact BSL is the energy. Length and energy are propor-
tional to each other only if the vortex filament is straight,
which is not the case in our problem. Indeed, further inves-
tigation reveals that the vortex motion contains two charac-

FIG. 2. !Color online" Average translational velocity of the vor-
tex ring as a function of the initial oscillation amplitude A /R. Ve-
locity is scaled by the velocity of the unperturbed ring, vring. The
dash-dotted line corresponds to N=20, solid line to N=10, and the
dashed line to N=6 in Eq. !6". Critical amplitudes, above which the
velocities become negative, are A /R=0.085, 0.17, and 0.32,
respectively.

FIG. 1. !Color online" Snapshots of the vortex ring of radius
R=0.1 cm perturbed by N=10 Kelvin waves of various amplitude
A taken during the motion of the vortex. In the left panel !a" the
amplitude of the Kelvin waves is small, A /R=0.05, but the per-
turbed vortex ring !red color" already moves slower than the unper-
turbed vortex !blue color". In the center panel !b" the Kelvin waves
have large amplitude, A /R=0.35, and the perturbed vortex ring
moves backwards !negative z direction" on average. The top right
panel !c" shows the top !xy" view of the large amplitude vortex at
t=0 s !blue" and t=26 s !red, outermost". For comparison, a non-
disturbed vortex is shown with dashed line !green". The lower right
panel !d" gives the averaged location of the ring as a function of
time. From top to bottom the curves correspond to A /R
=0.0,0.05,0.10, . . . ,0.35.

ANOMALOUS TRANSLATIONAL VELOCITY OF VORTEX… PHYSICAL REVIEW E 74, 046303 !2006"

046303-3

C.F. Barenghi, R. Hänninen and M. Tsubota 
PRE 74, 0464303 (2006)
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We finally assume that the slowing down e⇥ect of each
individual Kelvin wave is additive and that the waves
populate all the possible modes. Kelvin waves are bend-
ing oscillations of the the quantized vortex lines, with
wavenumber k . 2⇤/⇥. The total number of modes can
thus be estimated as

NKelvin ⇧ 2⇤R/⇥. (81)

Replacing A2N2/R2 in eq.(78) by eq.(80) and multiply-
ing by the total number of waves NKelvin we obtain the
following expression for the anomalous translational ef-
fect due to thermally exited Kelvin waves

�vL

ui
⇥ ui � va

va
⇧ 2kBTm2

⇤⌅⇥�2

1
log 8R

⇥ � a
(82)

The temperature dependence of the equipartition esti-
mate (82) of the thermal slowdown is plotted on Fig.7.b
(top straight line). The data obtained form the measure-
ments of the rings velocity in the TGPE runs is in very
good agreement with the estimate (82).

As discussed in3,13the TGPE gives a good approxi-
mation of Bose-Einstein condensate (BEC) only for the
modes with high occupation number. In this sprit quan-
tum e⇥ects on the Kelvin waves oscillations must also be
taken into account to obtain the total slowing down e⇥ect
in a BEC. The TGPE estimation (82) can be adapted to
weakly interacting BEC by the following considerations.

At very low temperature, only a limited range of low-
wavenumber Kelvin waves are in equipartition. This
range is determined by the relation k ⇤ keq with
�⇧(keq) = kBT and the dispersion relation (77), it reads:

keq =

 
kBT 2m

�2[ln (8R
⇥ )� a]

. (83)

The coherence length ⇥ defined in eq. (7) can be ex-
pressed in terms of the s-wave scattering length ã defined
by g = 4⇤ã�2/m and the mean inter-atomic particle dis-
tance ⌃ ⇥ n�1/3 ⇧ |A0|�2/3 as

⇥ = (8⇤nã)�1/2 = ⌃
1�
8⇤

⌅
⌃

ã

⇧1/2

. (84)

For weakly interacting BEC the coherence length thus
satisfies ⇥ ⌥ ⌃.

Using the Bose-Einstein condensation temperature of
non-interacting particles (valid for ã⌃ ⌃)3

T� =
2⇤�2

kBm

⌃
n

�( 3
2 )

⌥2/3

(85)

where �(3/2) = 2.6124 . . ., the number of Kelvin waves
can be expressed as

keq =

 
4⇤ n2/3

�( 3
2 )2/3[ln (8R

⇥ )� a]

⌅
T

T�

⇧1/2

. (86)

Observe that keq varies from keq = 0 at T = 0 to
wavenumber of order keq ⌅ ⌃�1 at T� and it is equal
to k⇥ = 2⇤/⇥ at T ⇥ defined by

T ⇥ = 8⇤2�(
3
2
)2/3[ln (

8R

⇥
)� a]

⌅
ã

⌃

⇧
T�. (87)

Therefore at temperatures T ⇥ < T < T� the energy of all
Kelvin waves are in equipartition and equation (82) thus
applies directly.

It is natural to suggest that an additional e⇥ect, caused
by the quantum fluctuations of the amplitudes of Kelvin
waves, will take place at low temperatures T < T ⇥ . This
quantum e⇥ect can be estimated by using the standard
relation for the energy of the fundamental level of a har-
monic oscillator �E = �⇧(k)/2. Applied to the Kelvin
waves, this relation yields the k-independent quantum
amplitude A2

Q = m/4⇤2R⌅. The quantum e⇥ect can thus
be estimated as the sum

NKelvin�

N=N eq
Kelvin

A2
QN2

R2
⌅

A2
QNKelvin

3

3R2
=

2m⇤

3⌅⇥3
=

64⇤5/2

3
�

2

⇥a

⌃

⇤3/2
.

(88)
The total e⇥ect is obtained superposing the thermal e⇥ect
and the quantum e⇥ect and the final result is
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(89)

�vL

ui

����
T>T⇤

=
8
�

2⇤

�( 3
2 )2/3C[R

⇥ ]

⌅
ã
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where C[R/⇥] = log
⇥

8R
⇥

⇤
� a.

In the case of superfluid Helium, where ã ⌅ ⌃, the
GPE description is only expected to give qualitative pre-
dictions and, at best, order of magnitude estimates (see
ref.4). It is thus di⇤cult to extend the above consider-
ations, obtained in the case of weakly interacting BEC
with ã⌃ ⌃, to Helium.

Nevertheless the results obtained above in the weakly
interacting case strongly suggest the presence of new
slowing down e⇥ects, not included in the usual mu-
tual friction descriptions of Helium that predicts �vL

ui
⌅

⌅n/⌅ ⌅ (T/T�)4. The new e⇥ects, because of their tem-
perature dependence (see eq. (90)), should be dominant
at low-temperature.

The zero-temperature quantum slowdown is indepen-
dent of the ring diameter and the finite temperature ef-
fects are stronger for small rings. Time of flight measure-
ments of vortex rings in 4He could be used to determine
the translational velocity. The e⇥ect could also be stud-
ied in ultra-cold atomic gases BEC. For these systems
the e⇥ect of the inhomogeneity of the superfluid should
be taken into account.



Mutual friction and 
counterflow Summary

•Mutual Friction and counter-flow effects are 
present in TGPE dynamics

•TGPE description naturally includes thermal 
fluctuations

•Thermally excited Kelvin waves induce 
slowdown of vortex ring velocity



Particles in the GPE

Vishwanath Shukla, Particles and Fields in Superfluid Turbulence: Numerical and  Theoretical Studies, PhD 
Thesis, Indian Institute of Science, Bangalore, India, 2015.



Two particle Collision



Sticking transition
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Vishwanath Shukla, Marc Brachet and Rahul Pandit, manuscript in preparation, 2015. 



Conclusion

• Turbulence is still an open problem 
[physically and mathematically]

• It is, perhaps, the most important unsolved 
problem of nonlinear science

• Analogy between classical viscous and 
coflow superfluid turbulence is challenging

• Navier-Stokes versus Gross-Pitaeveskii



Conclusion

• New experiments are under construction

• SHREK will study quantum versus classical 
regimes

• Computer power is still increasing 
exponentially

• New ideas are needed...



Conclusion

• Perhaps turbulence is simpler to resolve 
starting from GPE rather than Navier-
Stokes?

• Statistical mechanics of interacting and 
reconnecting vortex lines?

• Anyway, large-scale TGPE computations are 
needed to study finite-T effects



Thank you!


