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a b s t r a c t

In this paper, we propose a novel stochastic Lagrangian formulation of dissipatively
perturbed Lie transport, which is based on the statistical generalized Cauchy
invariants equation. This formulation consists of, first, finding a convenient La-
grangian formulation of the Lie transport equation involving particle trajectories,
for instance the backward generalized Cauchy invariants equation (a Lagrangian
formulation for Lie-advected exact p-forms, which is the Hodge dual of a gener-
alization of the Cauchy vorticity formula), and second, performing a stochastic
perturbation of the velocity-driven particle trajectories by adding to them white
noises. Finally, using Itô’s calculus, an ensemble average of the stochastically
perturbated generalized Cauchy invariants equation allows us to obtain the Lie
transport equation perturbed by a deterministic potentially dissipative term given
by the sum of squares of some Lie derivative operators. A remarkable property
of this equation is that it satisfies a statistical Kelvin–Helmholtz theorem of
conservation of circulation and flux. These results are obtained on periodic
Euclidean spaces as well as on smooth closed Riemannian manifolds. In particular,
we recover and thus generalize the Constantin–Iyer results on the stochastic
Lagrangian formulation of the incompressible Navier–Stokes equations to a larger
class of (deterministic) dissipative PDEs. A first application of this stochastic
Lagrangian formulation is the derivation of new Lagrangian formulations for non-
ideal (dissipative) hydrodynamic and magnetohydrodynamic models on flat and
curved spaces, and in particular we obtain stochastic-Lagrangian incompressible
extended MHD equations. As a second application, we use this new stochastic
Lagrangian formulation to study the local well-posedness, the non-resistive limit
and the global existence of classical solutions for the non-ideal incompressible
extended MHD on the flat torus. Global-in-time existence is proved for small
magnetic Reynolds numbers, that is, either for small initial data or large resistivity.

© 2023 Elsevier Ltd. All rights reserved.

1. Introduction

Consider a smooth closed Riemannian manifold M of dimension n, and βt a smooth time-dependent
family of exact exterior differential p-forms on M , i.e., such that βt = dαt, where αt is a (p − 1)-form and
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is the exterior derivative. We also consider m + 1 smooth time-dependent vector fields {Vℓ(t)}m
ℓ=0 on M ,

atisfying hypotheses (H2) and (H3) below. Our main result says that the p-form βt satisfies the following
eterministic dissipative transport PDE,

∂tβt(x) + £V0(t,x)βt(x) − 1
2

m∑
ℓ=1

£Vℓ(t,x)£Vℓ(t,x)βt(x) = 0, x ∈ M, t ∈]0, T ], (1)

ith the given initial condition β0(x) = βin(x) = dαin(x), if and only if,

βt(x) = E
[
d(αi1...ip−1(s, ξt,s(x))) ∧ dξi1

t,s(x) ∧ · · · ∧ dξ
ip−1
t,s (x)

]
, (2)

or all x ∈ M , and for all times s such that 0 ≤ s ≤ t ≤ T . Here, the first-order differential operator
Vℓ

denotes the Lie derivative with respect to the vector field Vℓ. The symbol E denotes the expected
alue with respect to the Wiener measure and the wedge symbol ∧ is the exterior product between exterior
ifferential forms (see, e.g., [3,36] for an introduction to differential geometry). In Eq. (2), the Lagrangian
ap x ↦→ ξt,s(x), of local coordinates {ξi

t,s(x)}n
i=1, denotes the position on M at time s of a backward

tochastic flow ξ, which is at the position x ∈ M at time t. In Eq. (2), the standard Einstein summation
onvention is used. The backward stochastic flow ξt,s(x), which is involved in Eq. (2), satisfies the following
ackward Stratonovich’s stochastic differential equation: for any smooth test function f on M ,

f(ξt,s(x)) = f(x) −
∫ t

s

dr V0(r)f(ξt,r(x)) −
m∑

ℓ=1

∫ t

s

Vℓ(r)f(ξt,r(x)) ◦ d̂W ℓ(r), (3)

here {W ℓ(t)}m
ℓ=1 are 1-dimensional independent standard Brownian motions. Here, ◦ d̂W (t) denotes

ackward Stratonovich integration with respect to the Brownian motion W (t), which is defined with respect
o the standard probability space and filtration (see, e.g., [92,109], and also Notation 1 below).

We call Eq. (2), supplemented with (3), the statistical generalized Cauchy invariants equation, because
t corresponds to a statistical version of the deterministic generalized Cauchy invariants equation obtained
n [20]. The Cauchy invariants equation traces back to the pioneering work of Cauchy [32]. Indeed, in his
amous paper [32], Cauchy used a Lagrangian formulation, called nowadays the Cauchy invariants equation,
o integrate the incompressible Euler equations on the 3-dimensional Euclidean (flat) space by establishing
he so-called Cauchy vorticity formula, also known as the vorticity transport formula [122]. In [20], the
auchy invariants equation is generalized to Lie transport of exact p-forms on Riemannian manifolds with
pplications to some dissipationless hydrodynamic and magnetohydrodynamic models. Moreover, it is shown
n [20] that the Cauchy invariants equation and the Cauchy vorticity formula are Hodge duals of each
ther. Such generalizations lead to novel Lagrangian formulations of some deterministic Hamiltonian flows
rising in dissipationless hydrodynamics and magnetohydrodynamics. It should be emphasized that the
deterministic) generalized Cauchy invariants equation turns out to be a powerful formulation for performing
athematical analysis of some ideal fluid models (with constructive existence proofs) [16,17,19,70,172],

nd also for designing very accurate numerical schemes of arbitrary order in computational ideal fluid
ynamics [86,140].

In this paper, we aim at extending the Lagrangian formulation given by the generalized Cauchy
nvariants equation for dissipationless Hamiltonian flows to dissipative flows. In doing so, we obtain the same
eneralized Cauchy invariants equation (as for Hamiltonian Lie transport) but at the price of a statistical
verage over an ensemble of random realizations, namely the statistical generalized Cauchy invariants
q. (2), while the associated deterministic dissipative PDE is given by the transport Eq. (1). Then, the

ystem (2)–(3) constitutes a (stochastic) Lagrangian formulation of the dissipative transport PDE (1).
oreover, from this stochastic Lagrangian formulation, we show that such a dissipative equation satisfies a
tatistical Kelvin–Helmholtz theorem of conservation of circulation and flux.
2
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Choosing the vector fields {Vℓ}m
ℓ=1 such that the system {Vℓ, W ℓ}m

ℓ=1 constitutes a gradient Brownian
system (see Section 3.1), the sum of squares of Lie derivative in (1) becomes equivalent to the Hodge–
De Rham Laplacian operator. Therefore, we derive novel (stochastic) Lagrangian formulations of some
(deterministic) diffusive hydrodynamic and magnetohydrodynamic equations on Euclidean and curved
spaces (see Section 3). In particular, we recover the stochastic Lagrangian representation of Constantin–
Iyer [37,38] for the incompressible Navier–Stokes equations on R3 (see Section 3.2). Actually our result can be
seen as a generalization of the Constantin–Iyer result [37,38] (written in terms of vorticity) to the dissipative
transport Eq. (1) posed on Riemannian manifolds. A different extension (written in terms of velocity and
using the Weber’s representation formula) to manifolds of the Constantin–Iyer stochastic formulation [37]
of the incompressible Navier–Stokes equations can be found in [60]. We should also mention some connected
results. The first one is the stochastic mean-field derivation of the incompressible Navier–Stokes equations
by infinite-dimensional mean-field stochastic differential equation [87]. The other ones are the works [10,56]
(see also [145] for related results), which show a link between the Brenier’s generalized flow type solutions
for the incompressible Euler equation on Euclidean space [56] and manifolds [10], and the solutions of the
incompressible Navier–Stokes equations on Euclidean space and manifolds [47]. We also recover some of the
results of [55], where the author applies the stochastic Lagrangian framework of Constantin–Iyer [37] to some
magnetohydrodynamic models on R3. Moreover, in [55] the author uses the Kuznetsov–Ruban’s Lagrangian
representation of vorticity and magnetic field vectors on R3 [110,149] to obtain a stochastic Lagrangian
formulation of the standard incompressible MHD equations. We can also mention the work [165] in which
the Constantin–Iyer framework [37,94,95] is used to deal with the damped Navier–Stokes equations and the
Boussinesq system. It is worthwhile to note that in the above works [10,55,56,60,87,145,165] the authors use
forward-in-time stochastic formulations, whereas our results rely crucially on backward-in-time stochastic
formulations. Indeed, as observed in [38] for the incompressible Navier–Stokes equations, the convenient
formulation to take into account boundary conditions is the backward-in-time formulation, which also does
not require computation of the spatial inverse of the stochastic flow as it is required for the forward-in-
time stochastic formulation. As for backward semi-Lagrangian schemes [18,21,83,112,166] designed to solve
numerically the advection equation, the drawback of a backward-in-time stochastic differential equation is
that it makes the formulation more implicit since one part of the information is known at the final time
(the final position of the stochastic flow ξ) and the other part at the initial time (the initial vector fields
{Vℓ(t = 0)}m

ℓ=0 and the initial p-form β0). Of course, such a drawback arises when the vector fields {Vℓ}m
ℓ=0

depend on the p-form β through some couplings, i.e., generally for nonlinear equations. When the vector
fields {Vℓ}m

ℓ=0 are given “external” vector fields, such a drawback disappears and Eqs. (1) or system (2)–(3)
constitutes a linear problem. By contrast, in a forward-in-time stochastic formulation, the knowledge of all
initial data (initial position of the stochastic flow ξ, the initial vector fields {Vℓ(t = 0)}m

ℓ=0 and the initial
p-form β0) is sufficient, but the spatial inverse of the stochastic flow is however needed, as observed in the
Weber’s formulation of the velocity vector satisfying the incompressible Navier–Stokes equations [38].

We think that such stochastic Lagrangian formulations of deterministic Eulerian dissipative transport
equations may be useful from several points of view. First, it offers an alternative and self-consistent
framework to perform the mathematical analysis of some deterministic dissipative PDEs on Euclidean
spaces and on manifolds. This is what we do in Section 4, where the local well-posedness, the non-resistive
limit and the global existence of classical solutions for the stochastic-Lagrangian incompressible extended
MHD equations are studied on the 3-dimensional flat torus. To clarify and shorten functional estimates,
we have only considered the 3-dimensional flat torus, but there is a priori no conceptual difficulties to
extend such analysis to a smooth closed manifold, provided that the vectors fields {Vℓ}m

ℓ=0 are smooth
enough in space. Second, this stochastic Lagrangian framework is very well suited to extend on manifolds
large deviation principles of Freidlin–Wentzell’s type obtained in Euclidean spaces [15,69,144]. Third,
this (stochastic) Lagrangian framework should be very useful to develop new numerical schemes and to
3
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nderstand some physical mechanisms underlying these models. For example, the authors of [57,58,161,162]
se the stochastic Lagrangian representation of Constantin–Iyer [37,38] for the incompressible Navier–
tokes equations to understand production of vorticity and Lagrangian chaos in transitional and turbulent
all-bounded flows (see also [59] for high-conductivity magnetohydrodynamic turbulence). Moreover, the
riginal semi-Lagrangian numerical schemes developed in [86,140] could probably be extended to such
tochastic Lagrangian framework, first on Euclidean spaces, then on a sphere for various applications
uch as numerical weather prediction [83,112,142,146–148,150,166]. In addition, many hydrodynamic and
agnetohydrodynamic flows of practical interest evolve on curved spaces, such as geodynamo (e.g. dynamics

f the geomagnetic field around a planet) and geophysical flows (e.g. flows in the atmosphere and oceans
f planets, climate modeling) [44,77,100,127,131,132,138,171]. To simplify the exposition and the analysis,
ere, we consider periodic Euclidean spaces and (boundaryless) closed manifolds, but similar results should
old for bounded domains and manifolds with boundaries. This will be the subject of future work.

Finally, we mention some works which are closely related to our results. The first one consists in some
tochastic PDEs for modeling stochastic fluid dynamics [4,40,45,46,88,114]. Especially in [4,46] the authors
erive on Euclidean spaces some Lagrangian-averaged fluid equations involving double Lie-derivative terms

by taking the expectation of some stochastic Lagrangian-averaged equations. However, we emphasize that
our results concern stochastic Lagrangian formulation of deterministic (and not stochastic) dissipative PDEs.
Moreover, the statistical generalized Cauchy invariants Eq. (2) does not appear in the works cited above.
Another work [143] seems more closely connected to our results, but unfortunately it is very difficult to read
and it remains obscure to the present author because, among other things, it uses complicated tools such as
the Riemann–Cartan–Weyl geometry and some theorems and their proofs are elusive.

The outline of the paper is as follows. Section 2 contains our main results about the statistical generalized
Cauchy invariants equation (Theorem 1 of Section 2.1) and the statistical Kelvin–Helmholtz invariants
(Corollary 1 of Section 2.1), which are followed by their proofs (see Section 2.2). In Section 3, we apply
our general results to some non-ideal hydrodynamic and magnetohydrodynamic equations to obtain new
stochastic Lagrangian formulations, in a periodic box and on a smooth closed Riemannian manifold, of the
incompressible Navier–Stokes equations, of the non-ideal incompressible extended MHD equations, and of
the non-ideal two-fluid equations (containing also the inertial electron-MHD). In Section 4, following the
spirit of [94,95,168], we perform the mathematical analysis in Hölder spaces of the stochastic-Lagrangian
incompressible extended MHD system, by studying, on the 3-dimensional flat torus, its local well-posedness
(Theorem 3 of Section 4.1), its non-resistive limit (Theorem 4 of Section 4.2) and its global-in-time classical
solutions for small magnetic Reynolds numbers, that is, either for small initial data or large resistivity
(Theorem 5 of Section 4.3).

2. A general framework

2.1. Main results

Before stating the main result of this section, we first need to recall an important result concerning the
existence, uniqueness and regularity of stochastic flow of diffeomorphisms that are solutions of Stratonovich’s
stochastic differential equations. For this, on the one hand some notation of differential geometry and
stochastic integration must be introduced, and on the other hand some assumptions on the manifold M and
the vector fields {Vℓ}m

ℓ=0, are required. Throughout the paper, we use the Einstein summation convention
for the parts concerning manifolds.
We start with the following hypothesis, which precises the regularity of the manifold M .
4
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ypothesis 1. (H1) Let M be a connected closed (compact) C p-manifold of dimension n with p large
nough. Let (M, g, ∇) be a Riemannian manifold, where g ∈ C p−1(M) is the 2-covariant metric tensor and

is the Riemann–Levi–Civita connection defined on M (see, e.g., [12,43]).

Before setting the next hypotheses, we briefly introduce standard notation for some differential geometry
lements, whose precise definitions can be found in the following classical textbooks [3,12,13,22,36,43,96].
oreover, Appendix B of [20] can serve as a short reminder of the differential geometry notions used here.
e also introduce standard notation for stochastic integration, for which we refer the reader to the following

extbooks [91,92,108,109,157].

otation 1.

• With k ∈ N and 0 < γ < 1, we denote the Hölder space C k,γ(M) as the space of all functions on M

whose any derivatives up to the order k are γ-Hölder continuous (see, e.g., [12,76,85,159,160]).
• Let TxM be the tangent space to M at x, which is the vector space of tangent vectors to M at x ∈ M .
• Let T ∗

x M be the cotangent space to M at x, which is the vector space of cotangent vectors to M at x ∈ M ,
or in other words the set of 1-forms, i.e., the set of linear forms acting on the vectors of TxM .

• Let Xk(M) be the space of C k-vector field on M , i.e., the set of first-order linear differential operators
with C k-coefficients, k ≥ 0. In other words, if X is a C k-vector field on M , it can be represented as

X = X(x) = Xi(x) ∂

∂xi |x
= Xi(x) ∂

∂xi
,

where the local vector basis {∂/∂xi}n
i=1, evaluated at the point x ∈ M , spans the tangent space TxM and

the components {Xi(x)}n
i=1 of X in this basis are C k functions on M .

• Let C kΛp(M) be the space of differential p-forms on M , which are k-times continuously differentiable on
M , with k ≥ 0.

• Using the 2-covariant metric tensor (or 2-forms) g, each tangent space TxM is endowed with a
Riemannian metric given by the inner or scalar product ⟨X, Y ⟩TxM := g(X, Y ) = gij(x)Xi(x)Y j(x),
∀ X, Y ∈ TxM , which leads to the natural Riemannian norm | · |TxM :=

√
⟨·, ·⟩TxM on TxM . The

Riemannian metric induces an isomorphism between the tangent space TxM and its dual, the cotangent
space T ∗

x M . In particular, it induces the following isomorphism, called the lowering (or flat) operator
(·)♭ : Xk(M) → C kΛ1(M), and its inverse, the raising (or sharp) operator (·)♯ : C kΛ1(M) → Xk(M).
Then, each cotangent space T ∗

x M is also endowed with a Riemannian metric given by the inner product
⟨α, β⟩T ∗

x M := gij(x)αi(x)βj(x), ∀ α, β ∈ T ∗
x M , which leads to the natural norm | · |T ∗

x M :=
√

⟨·, ·⟩T ∗
x M

on T ∗
x M . We denote by ⟨·, ·⟩Rn the canonical inner product in Rn.

• Let d : C kΛp(M) → C k−1Λp+1(M) be the exterior derivative, and d∗ : C kΛp(M) → C k−1Λp−1(M) be the
exterior coderivative. Using the Hodge star isomorphism ∗ : C kΛp(M) → C kΛd−p(M), the codifferential
operator d∗ is defined as follows, d∗α = (−1)n(p−1)+1 ∗ d ∗ α, ∀ α ∈ C kΛp(M). The Hodge–De Rham
Laplacian is defined by ∆H := −(dd∗ + d∗d). We recall the Cartan formula, which gives the following
alternative definition of the Lie derivative, £X = iXd + diX , where iX : C kΛp(M) → C kΛp−1(M) is the
interior product of a p-form with the vector field X ∈ Xk.

• Let X(t) ∈ C ([0, T ];Xk(M)) be a time-dependent vector field on M , with k ≥ 0. Let f ∈ C 1(M ;R) and
φ ∈ C (M ; M) be respectively a continuously differentiable real-valued function on M and a continuous
map from M to M . The notation X(t)f(φ(x)) means that the vector field X(t) first acts (as a first-order
differential operator) on the function f and then the result is evaluated at the point φ(x), i.e.,

X(t)f(φ(x)) = Xi(t, φ(x)) ∂f (φ(x)).

∂xi

5
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• Throughout the paper, we assume that we work with a stochastic basis
(
Ω , F , F, P,

{
(W ℓ(t))t∈[0,T ]

}m

ℓ=1

)
satisfying the usual conditions of continuity and completeness, that is, a filtered probability space
(Ω , F ,F, P ) together with a family

{
(W ℓ(t))t∈[0,T ]

}m

ℓ=1 of independent R-valued standard Wiener pro-
cesses (or Brownian motions) that is adapted to the filtration (with two parameters) F = {Fs,t}0≤s≤t≤T ⊂
F , i.e., a complete σ-algebra generated by all the increments W (θ) − W (τ), s ≤ θ ≤ τ ≤ t, for
0 ≤ s < t ≤ T .

• The stochastic differential ◦ dW (t) (resp. ◦ d̂W (t)) denotes forward (resp. backward) Stratonovich’s
integration with respect to the Brownian motion W (t), while the stochastic differential dW (t) (resp.
d̂W (t)) denotes forward (resp. backward) Itô’s integration with respect to the Brownian motion W (t).

We continue with the following hypothesis, which fixes the regularity of the vector fields {Vℓ}m
ℓ=0.

ypothesis 2. (H2) For k ≥ 1 and 0 < γ < 1, we assume that

(i) V0 ∈ C ([0, T ];Xk(M)), and its components V i
0 ∈ L∞([0, T ]; C k,γ(M)), for i ∈ {1, . . . , n}.

ii) Vℓ ∈ C ([0, T ];Xk+1(M)), and its components V i
ℓ ∈ L∞([0, T ]; C k+1,γ(M)), for i ∈ {1, . . . , n}, and

ℓ ∈ {1, . . . , m}.

The last hypothesis we will introduce deals with a coercivity assumption for the following linear differential
operator,

L := 1
2

m∑
ℓ=1

£Vℓ
£Vℓ

− £V0 , (4)

o that L be uniformly elliptic on M . With L(Rm, TxM) denoting the set of all linear mappings from Rm

o TxM , we define the linear map P(x) ∈ L(Rm, TxM) by

P(x)X :=
m∑

ℓ=1
XℓVℓ(x) =

m∑
ℓ=1

XℓV
i

ℓ (x) ∂

∂xi
, ∀ X ∈ Rm, ∀ x ∈ M,

which can also be represented by a matrix with entries Pij(x) = V i
j (x), i = 1, . . . , n, and j = 1, . . . , m.

e recall that in the above expression we have used the Einstein summation convention. The adjoint
f P(x), i.e., the linear map P∗(x) ∈ L(T ∗

x M,Rm), is defined through duality by the standard relation:
P∗(x)α)(X) = α(P(x)X), for all α ∈ T ∗

x M and for all X ∈ Rm. Therefore, we obtain (P∗(x)α)(X) =
m
ℓ=1 αiXℓV

i
ℓ (x). Let σ(L; x) : T ∗

x M → TxM be the symbol of the linear differential operator L defined by
4). Then, we obtain σ(L, x) = P(x)P∗(x). For all α ∈ T ∗

x M , we set σα(L; x) = σ(L; x)(α) ∈ TxM , i.e.,

σα(L; x) = P(x)P∗(x)α =
m∑

ℓ=1
αiV

i
ℓ (x)V j

ℓ (x) ∂

∂xj
, ∀ α ∈ T ∗

x M.

e then write σ(L; x)(α, β) = β(σα(L; x)), for all β ∈ T ∗
x M and so we consider the symbol σ(L; x) as a

ilinear form on T ∗
x M . Therefore, we obtain

σ(L; x)(α, β) =
m∑

ℓ=1
αiV

i
ℓ (x)V j

ℓ (x)βj , ∀ α, β ∈ T ∗
x M. (5)

ince for all x ∈ M , P(x)P∗(x) is positive semi-definite, the operator L is semi-elliptic, possibly degenerate,
.e., σ(L; x)(α, β) ≥ 0, for all α, β ∈ T ∗

x M\{0}, and for all x ∈ M . The operator L is elliptic if and only if
(L; x)(α, β) > 0, for all α, β ∈ T ∗

x M\{0}, and for all x ∈ M . Then, the operator L is elliptic if and only
f, for all x ∈ M , P(x)P∗(x) is positive definite. For this, it is necessary and sufficient that the linear map
(x) be surjective for all x ∈ M , or equivalently with a constant maximal rank. Then the symbol σ(L; x),
6
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hich is quadratic, is non-degenerate and so determines a metric on TxM . Indeed, using the inner product
·, ·⟩TxM on TxM , a Riemannian metric is induced on M and given by ⟨P(x)e1, P(x)e2⟩TxM = ⟨e1, e2⟩Rm ,
or all e1, e2 ∈ Rm ∩ (ker P(x))⊥ (the orthogonal of the kernel of P(x) in Rm). Uniform ellipticity of the
perator L is then stated in the following hypothesis.

ypothesis 3. (H3) The linear differential operator L defined by (4) is uniformly elliptic on M , i.e., there
xists a constant κ > 0 such that

σ(L; x)(α, α) ≥ κ|α|2T ∗
x M , ∀ α ∈ T ∗

x M\{0}, ∀ x ∈ M.

Using Notation 1, the following proposition states the existence, uniqueness and regularity of stochastic
ow of diffeomorphisms that are solutions of Stratonovich’s stochastic differential equations.

roposition 1 (Stochastic Flow of Diffeomorphisms, Kunita [108,109]). Let M be a Riemannian manifold
atisfying hypothesis (H1). Let F (t) be a continuous-in-time stochastic process taking values in Xk(M), with
≥ 1, and defined by

F (t) = F (t, x) := tV0(t, x) +
m∑

ℓ=1
W ℓ(t)Vℓ(t, x), (6)

here the vector fields {Vℓ}m
ℓ=0 satisfy hypothesis (H2), and the stochastic processes {W ℓ(t)}m

ℓ=1 are standard
-valued F-adapted Brownian motions. Then

1. F (t) takes values in strictly complete vector fields on M both to the forward and backward direction.
2. ∀ f ∈ C q(M), with q ≥ 3, the solution ξs,t of the following forward Stratonovich’s stochastic differential

equation based on F (t):

f(ξs,t(x)) = f(x) +
∫ t

s

F (◦ dr)f(ξs,r(x))

= f(x) +
∫ t

s

dr V0(r)f(ξs,r(x)) +
m∑

ℓ=1

∫ t

s

Vℓ(r)f(ξs,r(x)) ◦ dW ℓ(r), (7)

exists, is unique, and defines a continuous-in-time stochastic flow of C k,µ-diffeomorphisms with µ < γ.
Moreover, ξs,t has a unique inverse ξt,s = ξ−1

s,t , which satisfies the following backward Stratonovich’s
stochastic differential equation: ∀ f ∈ C q(M), with q ≥ 3,

f(ξt,s(x)) = f(x) −
∫ t

s

F (◦ d̂r)f(ξt,r(x))

= f(x) −
∫ t

s

dr V0(r)f(ξt,r(x)) −
m∑

ℓ=1

∫ t

s

Vℓ(r)f(ξt,r(x)) ◦ d̂W ℓ(r). (8)

roof. Combine Theorem 4.8.5 and Corollary 4.8.6 of [109] or Theorem II.9.2 and Corollary II.9.3 of [108]
see also [92,107]). □

emark 1. We can express (7) or (8) by using local coordinates. Let (x1, . . . , xn) be a local coordinate in
neighborhood U ⊂ M , where U is a local open subset of M . The coordinate functions f i(x) = xi, with

∈ {1, . . . , n}, can serve as a natural set of test functions f in (7) and (8). Therefore, if the flow ξt,s(x)

7
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atisfies (8), then ξi
t,s(x) = f i(ξt,s(x)) satisfies

ξi
t,s(x) = xi −

∫ t

s

F i
(
◦d̂r, ξt,r(x)

)
= xi −

∫ t

s

dr V i
0 (r, ξt,r(x)) −

m∑
ℓ=1

∫ t

s

V i
ℓ (r, ξt,r(x)) ◦ d̂W ℓ(r).

ther interesting sets of test functions f are a local chart (U, ϕ), where the map ϕ is a smooth local bijection
rom U to a local open subset of Rn, or a smooth isometric embedding (M, e), where the map e is a smooth
sometric embedding of M into Rm, with m ≥ n (see Section 3.1).

We are now in position to state the main result of this section.

heorem 1 (The Statistical Generalized Cauchy Invariants Equation). Let M be a Riemannian manifold sat-
sfying hypothesis (H1). Let {Vℓ}m

ℓ=0 be vector fields on M satisfying hypothesis (H2) with k ≥ 3, and hypothe-
is (H3). We denote by ξs,t(x) the solution of the forward Stratonovich’s stochastic differential Eq. (7), and by
t,s = ξ−1

s,t its inverse, which is the solution of the backward Stratonovich’s stochastic differential Eq. (8). We
ecall that by Proposition 1, the flows ξs,t and ξt,s exist, are unique and are continuous-in-time stochastic flows
f C k,µ-diffeomorphisms on M with 0 < µ < γ. Let βin = dαin ∈ C 2,µΛp(M) be any given exact p-form, with
in ∈ C 3,µΛp−1(M). Let β ∈ L∞([0, T ]; C 2,µΛp(M)) ∩ Lip([0, T ]; C 0,µΛp(M)) be a time-dependent family of
xact p-forms, i.e., β = dα with α ∈ L∞([0, T ]; C 3,µΛp−1(M)) ∩ Lip([0, T ]; C 1,µΛp−1(M)).

Then, β satisfies the following dissipative transport equation,

∂tβt(x) + £V0(t,x)βt(x) − 1
2

m∑
ℓ=1

£Vℓ(t,x)£Vℓ(t,x)βt(x) = 0, x ∈ M, t ∈]0, T ], (9)

ith β0(x) = βin(x) as initial data, if and only if, for all x ∈ M , and for all s such that 0 ≤ s ≤ t ≤ T , the
following statistical generalized Cauchy invariants equation,

βt(x) = E
[
d(αi1...ip−1(s) ◦ ξt,s(x)) ∧ dξi1

t,s(x) ∧ · · · ∧ dξ
ip−1
t,s (x)

]
, (10)

s satisfied.

A few remarks are now in order.

emark 2. Representation formula (10) is named the statistical generalized Cauchy invariants equation
because this is a statistical version of the deterministic backward generalized Cauchy invariants Eq. (14) of
Theorem 2 below.

Remark 3 (Boundary Conditions). In order to not deal with boundary conditions and make the result of
heorem 1 clearer, we consider a closed manifold, i.e., a manifold without boundary. Of course, with suitable
oundary conditions, Theorem 1 could certainly be extended to compact manifolds with boundaries. This
ill be the matter of future work.

emark 4 (Well-Posedness). Under assumptions (H1)–(H3), well-posedness (existence, uniqueness, regu-
arity) of Eq. (9) with initial data in Hölder spaces, is ensured by the standard theory of linear parabolic
DEs with variables coefficients, which are bounded in time and Hölder continuous with respect to the

pace variables (see, e.g., [82,90,101–105,111,116,120]). Of course, from Theorem 1, representation formula
10) together with well-posedness of the backward Stratonovich’s stochastic differential Eq. (8), given by

roposition 1, constitute an (stochastic) alternative proof of well-posedness of PDE (9).

8
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emark 5 (Ellipticity Hypothesis). In fact, uniform ellipticity hypothesis (H3) is rather strong and it
an probably be relaxed to the ellipticity hypothesis, i.e., the matrix with entries (

∑m
ℓ=1 V i

ℓ (x)V j
ℓ (x))ij is

ositive definite for all x ∈ M . In such a case we say that the diffusion (or the operator L defined by
4)) is non-degenerate [48,92]. Furthermore, ellipticity hypothesis can also be weakened to hypoellipticity
ypothesis (i.e., roughly speaking, a current β satisfying Lβ smooth implies β smooth), which is ensured
y the Hörmander condition for hypoellipticity, given in Theorem 1.1 of [89] (see also Theorem 22.2.1 in
22.2 of [90]): the vector fields {Vℓ(x)}m

ℓ=1 together with their iterated Lie brackets (called the Lie algebra
enerated by {Vℓ(x)}m

ℓ=1) span the tangent space TxM for each x ∈ M . In such a case, the symbol σ(L; x)
f the operator L, defined by (5), is positive semi-definite (see Corollary 2.2 of [89]) and the diffusion (or
he operator L) is possibly degenerate. From Corollary 4.8.6 of [109] (and thus by Proposition 1 above, see
lso, Section III.5 of [108]), since F (t) is a strictly complete vector fields on a smooth compact manifold M ,
oth to the forward and backward direction, it means that L is hypoelliptic.

emark 6 (Well-Posedness and Critical Regularity). The regularity assumptions on the vector fields
Vℓ}m

ℓ=0, and in particular for the drift vector field V0, in Proposition 1 and in Theorem 1 are not optimal
nd can be weakened. Inspired by the works [6,42] on deterministic ODEs and linear transport theory on
uclidean spaces with rough vector fields, in recent years, much attention has been paid to understand

he well-posedness of linear stochastic transport equations (advection equations, continuity equation) on
uclidean spaces with rough vector fields because adding a noise term has the effect to regularize and

estore the uniqueness of solutions without noise [11,31,34,61–64,66,67,75,115,119,124,129,136,137,141,167,
69,170]. Therefore, after taking the expectation, the resulting linear deterministic PDEs can inherit
uch properties. Such phenomenon probably holds also for linear stochastic transport on manifolds, but
ery few results are established [72,73] (see also [115] for linear stochastic transport of differential k-
orms on Euclidean spaces). Our present framework can probably be used to obtain some results of
well-posedness/regularization by noise” type. This should be investigated in future work. However, this
henomenon of well-posedness/regularization by noise seems lost for nonlinear equations since for the
implest nonlinear inviscid Burgers’ equation adding noise does not improve even well-posedness [5,65].

From Theorem 1 we can infer the following corollary.

orollary 1 (The Statistical Kelvin Circulation Theorem and the Statistical Helmholtz Flux Conservation
heorem). Under the same hypotheses as in Theorem 1, for any p-chain c of M we obtain,∮

∂c

αt = E
[∮

ξt,s(∂c)
αs

]
, ∀ s s.t. 0 ≤ s ≤ t ≤ T, (11)∫

c

βt = E
[∫

ξt,s(c)
βs

]
, ∀ s s.t. 0 ≤ s ≤ t ≤ T. (12)

The proof of Theorem 1 uses a Lagrangian formulation of the Lie transport, which is given by the following
heorem. This theorem is the version in the backward direction of Theorem 1 of [20], which is stated in the
orward direction.

heorem 2 (The Backward Generalized Cauchy Invariants Equation). Let M be a Riemannian manifold
atisfying hypothesis (H1). Let V0 be a vector field on M , which satisfies hypothesis (H2) with k ≥ 1. We
enote by ξs,t(x) the solution of the forward ordinary differential equation:{

d
dt ξs,t(x) = V0(t, ξs,t(x)), 0 ≤ s ≤ t ≤ T,
ξs,s(x) = x ∈ M,

9
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nd by ξt,s = ξ−1
s,t its inverse, which is the solution of the same, but backward, ordinary differential equation:{

d
ds ξt,s(x) = V0(s, ξt,s(x)), 0 ≤ s ≤ t ≤ T,

ξt,t(x) = x ∈ M.

e recall that from Cauchy–Lipschitz–Picard type theorem (see, e.g., [47]), the flows ξs,t and ξt,s exist, are
nique and are C 1-time curves in the group of C k,γ-diffeomorphisms of M . Let βin = dαin ∈ C 1,γΛp(M) be
ny given exact p-form, with αin ∈ C 2,γΛp−1(M). Let β ∈ L∞([0, T ]; C 1,γΛp(M)) ∩ Lip([0, T ]; C 0,γΛp(M))
e a time-dependent family of exact p-forms, i.e., β = dα with α ∈ L∞([0, T ]; C 2,γΛp−1(M)) ∩ Lip([0, T ];

1,γΛp−1(M)).
Then, β satisfies the following Lie transport equation,

∂tβt(x) + £V0(t,x)βt(x) = 0, x ∈ M, t ∈]0, T ], (13)

ith β0(x) = βin(x) as initial data, if and only if, for all x ∈ M , and for all s such that 0 ≤ s ≤ t ≤ T , the
ollowing backward generalized Cauchy invariants equation,

βt(x) = d(αi1...ip−1(s) ◦ ξt,s(x)) ∧ dξi1
t,s(x) ∧ · · · ∧ dξ

ip−1
t,s (x), (14)

s satisfied.

From Theorem 2 we can infer the following corollary.

orollary 2 (The Kelvin Circulation Theorem and the Helmholtz Flux Conservation Theorem). Under the
ame hypotheses as in Theorem 2, for any p-chain c of M , we obtain∮

∂c

αt =
∮

ξt,s(∂c)
αs, ∀ s s.t. 0 ≤ s ≤ t ≤ T, (15)∫

c

βt =
∫

ξt,s(c)
βs, ∀ s s.t. 0 ≤ s ≤ t ≤ T. (16)

.2. Proofs of the results of Section 2.1

In this section, we give the proof of the results of the previous section, namely Theorem 2, Corollary 2,
heorem 1 and Corollary 1.
Proof of Theorem 2. The proof is similar to the proof of Theorem 1 of [20], but for the sake of completeness

e supply it. For 0 ≤ s ≤ t ≤ T , we set x = ξs,t(y) and its inverse y = ξt,s(x), where of course
, y ∈ M . Since β is Lie-advected, by the Lie derivative theorem (see, e.g., Theorem 5.4.5 in [3]), we have
s(y) = (ξs,t)∗βt(x) or βt(x) = (ξs,t)∗βs(y), where (ξs,t)∗ (resp. (ξs,t)∗) denotes the pullback (resp. the
ushforward) operator associated with the flow ξs,t. For precise definitions, especially in local coordinates,
f the pullback and pushforward operators associated with a flow map, we refer the reader to [3,36]. We
tart by writing (ξs,t)∗βs in terms of its components in the x-coordinate. Using the commutation property
etween the exterior derivative and the pushforward operator (i.e., ξ∗dα = dξ∗α) and the homomorphism
ξt,s)∗ on the graded algebra Λp(M) (i.e., ξ∗(α ∧ β) = ξ∗α ∧ ξ∗β), we obtain

βt(x) = (ξs,t)∗βs(y)
= (ξs,t)∗

∑
j1<···<jp

βj1...jp(s, y) dyj1 ∧ · · · ∧ dyjp

= 1 (
(ξs,t)∗βj1...jp(s, y)

)
d
(
(ξs,t)∗yj1

)
∧ · · · ∧ d

(
(ξs,t)∗yjp

)

p!

10
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N
d

a

f

S

U

= 1
p!βj1...jp(s, ξt,s(x)) dξj1

t,s(x) ∧ · · · ∧ dξ
jp
t,s(x)

= 1
p!

∂yj1

∂xi1
. . .

∂yjp

∂xip
βj1...jp(s, ξt,s(x)) dxi1 ∧ · · · ∧ dxip

=
∑

i1<···<ip

((ξs,t)∗βs)i1...ip(x) dxi1 ∧ · · · ∧ dxip . (17)

ext, using the generalized Kronecker symbol δ
i1...ip
j1...jp

(also noted ε
i1...ip
j1...jp

in the literature, see, e.g., [36])
efined by

δ
i1...ip
j1...jp

=

⎧⎨⎩ 0 if (i1 . . . ip) is not a permutation of (j1 . . . jp)
+1 if (i1 . . . ip) is an even permutation of (j1 . . . jp)
−1 if (i1 . . . ip) is an odd permutation of (j1 . . . jp),

nd the relation β = dα, we obtain

β(x) = dα(x)
= d

∑
i1<···<ip−1

αi1...ip−1(x) ∧ dxi1 ∧ · · · ∧ dxip−1

=
∑

i1<···<ip−1

dαi1...ip−1(x) ∧ dxi1 ∧ · · · ∧ dxip−1

=
∑

i1<···<ip−1

∂

∂xk
αi1...ip−1(x)dxk ∧ dxi1 ∧ · · · ∧ dxip−1

=
∑

i1<···<ip−1

δ
ki1...ip−1
j1...jp

∂

∂xk
αi1...ip−1(x)dxj1 ∧ · · · ∧ dxjp ,

rom which we deduce
βl1...lp(x) = δ

ki1...ip−1
l1...lp

∂

∂xk
αi1...ip−1(x). (18)

ubstituting (18) into (17) we obtain

βt(x) = 1
p!δ

jpj1...jp−1
l1...lp

∂yl1

∂xi1
. . .

∂ylp

∂xip

∂

∂yjp
αj1...jp−1(s, ξt,s(x)) dxi1 ∧ · · · ∧ dxip

= 1
p!δ

jpj1...jp−1
l1...lp

∂yl1

∂xi1
. . .

∂ylp

∂xip

∂xk

∂yjp

∂

∂xk

(
αj1...jp−1(s, ξt,s(x))

)
dxi1 ∧ · · · ∧ dxip

= 1
p! (−1)p−1δ

j1...jp

l1...lp

∂yl1

∂xi1
. . .

∂ylp

∂xip

∂xk

∂yjp

∂

∂xk

(
αj1...jp−1(s, ξt,s(x))

)
dxi1 ∧ · · · ∧ dxip . (19)

sing now the Laplace expansion of determinants, we may define recursively

δ
j1...jp
i1...ip

=

⏐⏐⏐⏐⏐⏐⏐⏐
δj1

i1
. . . δj1

ip

...
. . .

...
δ

jp
i1

. . . δ
jp
ip

⏐⏐⏐⏐⏐⏐⏐⏐
=

p∑
k=1

(−1)p+kδ
jp
ik

δ
j1...jk...̂jp

i1...̂ik...ip
, (20)

where the hat indicates an omitted index in the sequence. Using (20), Eq. (19) becomes

βt(x) = 1
p!

p∑
n=1

(−1)n−1δ
jp

ln
δ

j1...jp−1

l1...̂ln...lp

∂yl1

∂xi1
. . .

∂ylp

∂xip

∂xk

∂yjp

∂

∂xk

(
αj1...jp−1(s, ξt,s(x))

)
dxi1 ∧ · · · ∧ dxip

= 1
p!

p∑
(−1)n−1δ

j1...jp−1

l1...̂ln...lp

∂yl1

∂xi1
. . .

∂ylp

∂xip

∂xk

∂yln

∂

∂xk

(
αj1...jp−1(s, ξt,s(x))

)
dxi1 ∧ · · · ∧ dxip
n=1
11
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(

= 1
p!

p∑
n=1

(−1)n−1δ
j1...jp−1

l1...̂ln...lp

∂yl1

∂xi1
. . .

∂̂yln

∂xin
. . .

∂ylp

∂xip
δk

in

∂

∂xk

(
αj1...jp−1(s, ξt,s(x))

)
dxi1 ∧ · · · ∧ dxip

= 1
p!

p∑
n=1

(−1)n−1δ
j1...jp−1

l1...̂ln...lp

∂yl1

∂xi1
. . .

∂̂yln

∂xin
. . .

∂ylp

∂xip

∂

∂xin

(
αj1...jp−1(s, ξt,s(x))

)
dxi1 ∧ · · · ∧ dxip

= 1
p!

p∑
n=1

(−1)n−1δ
j1...jp−1

l1...̂ln...lp

( ∂yl1

∂xi1
dxi1

)
∧ · · · ∧

( ∂

∂xin

(
αj1...jp−1(s, ξt,s(x))

)
dxin

)
∧

· · · ∧
( ∂ylp

∂xip
dxip

)
= 1

p!

p∑
n=1

δ
j1...jp−1

l1...̂ln...lp
d(αj1...jp−1(s) ◦ ξt,s(x)) ∧ dyl1 ∧ · · · ∧ d̂yln ∧ · · · ∧ dylp

= 1
(p − 1)!δ

j1...jp−1
l1...lp−1

d(αj1...jp−1(s) ◦ ξt,s(x)) ∧ dyl1 ∧ . . . ∧ dylp−1

= 1
(p − 1)!δ

j1...jp−1
l1...lp−1

d(αj1...jp−1(s) ◦ ξt,s(x)) ∧ dξl1
t,s(x) ∧ . . . ∧ dξ

lp−1
t,s (x)

= d(αl1...lp−1(s) ◦ ξt,s(x)) ∧ dξl1
t,s(x) ∧ . . . ∧ dξ

lp−1
t,s (x).

n the last line of the previous equation, we have used the following identity,
1

(p − 1)!δ
j1...jp−1
l1...lp−1

αj1...jp−1 = αl1...lp−1 ,

hich is justified because αj1...jp−1 is skew-symmetric. This ends the proof. □
Proof of Corollary 2. We start by showing formula (16). Using the commutation property between the

xterior derivative and the pullback operator (i.e., ξ∗dα = dξ∗α) and the homomorphism (ξt,s)∗ on the
raded algebra Λp(M) (i.e., ξ∗(α ∧ β) = ξ∗α ∧ ξ∗β), the integration of the generalized Cauchy invariants
q. (14) on a p-chain c gives∫

c

βt(x) =
∫

c

d
(
αi1...ip−1(s) ◦ ξt,s(x)

)
∧ dξi1

t,s(x) ∧ . . . ∧ dξ
ip−1
t,s (x)

=
∫

c

d
(
(ξt,s)∗αi1...ip−1(s, y)

)
∧ d

(
(ξt,s)∗yi1

)
∧ . . . ∧ d

(
(ξt,s)∗yip−1

)
=

∫
c

(ξt,s)∗(
dαi1...ip−1(s, y) ∧ dyi1 ∧ . . . ∧ dyip−1

)
=

∫
c

(ξt,s)∗dαs(y) =
∫

c

(ξt,s)∗βs(y) =
∫

ξt,s(c)
βs(y),

here in the last equality we have used the theorem of change of variables (see, e.g., Theorem 7.1.7 in [3]).
his proves formula (16). We continue with the proof of formula (15). Using the Stokes theorem on chains

see, e.g., Theorem 7.2.25 in [3]), we obtain∮
∂c

αt(x) =
∫

c

dαt(x) =
∫

c

βt(x)

=
∫

c

d
(
αi1...ip−1(s) ◦ ξt,s(x)

)
∧ dξi1

t,s(x) ∧ . . . ∧ dξ
ip−1
t,s (x)

=
∫

c

d
(
αi1...ip−1(s) ◦ ξt,s(x) dξi1

t,s(x) ∧ . . . ∧ dξ
ip−1
t,s (x)

)
=

∮
αi1...ip−1(s) ◦ ξt,s(x) dξi1

t,s(x) ∧ . . . ∧ dξ
ip−1
t,s (x)
∂c

12
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=
∮

∂c

(ξt,s)∗αs(y) =
∮

ξt,s(∂c)
αs(y),

which ends the proof of (15). □
Proof of Theorem 1. We begin by showing the sufficient condition. The idea of the proof is to evaluate

the expectation of the difference βt − (ξt,s)∗βs by using the Itô’s second formula for the pullback operator
(ξt,s)∗ acting on p-forms (see Section III.4 of [108] or Section 4.9 of [109]), where the associated flow ξt,s

s the unique solution of the backward Stratonovich’s stochastic differential Eq. (8). From hypotheses of
heorem 1, and using Theorems III.4.1 and III.4.3 of [108], or Theorem 4.9.3 and Corollary 4.9.4 of [109]

see also [106,114]), the Itô’s second formula gives,

βt − (ξt,s)∗βs = −
(
(ξt,s)∗βs − (ξt,t)∗βt

)
= −

(
−

∫ t

s

dr (ξt,r)∗∂rβr −
∫ t

s

dr (ξt,r)∗(
£V0(r)βr

)
−

m∑
ℓ=1

∫ t

s

(ξt,r)∗(
£Vℓ(r)βr

)
d̂W ℓ(r)

+
∫ t

s

dr (ξt,r)∗
(

1
2

m∑
ℓ=1

£Vℓ(r)£Vℓ(r)βr

))
=

m∑
ℓ=1

∫ t

s

(ξt,r)∗(
£Vℓ(r)βr

)
d̂W ℓ(r)

+
∫ t

s

dr (ξt,r)∗
(

∂rβr + £V0(r)βr − 1
2

m∑
ℓ=1

£Vℓ(r)£Vℓ(r)βr

)
. (21)

ince we have the following martingale property,

E
[∫ t

s

m∑
ℓ=1

(ξt,r)∗(
£Vℓ(r)βr

)
d̂W ℓ(r)

]
= 0, (22)

f now we assume that, under assumptions (H1)−(H3), β ∈ L∞([0, T ], C 2,µΛp(M))∩Lip([0, T ], C 0,µΛp(M))
satisfies the equation,

∂tβt + £V0(t)βt − 1
2

m∑
ℓ=1

£Vℓ(t)£Vℓ(t)βt = 0, on M, t ∈]0, T ], (23)

ith initial condition β0 = βin ∈ C 2,µΛp(M), then we obtain from the expectation of (21), βt = E[(ξt,s)∗βs].
n the one hand, we have E[(ξt,s)∗βs] = E[(ξs,t)∗βs], and on the other hand, following the proof of
heorem 2, we have the algebraic identity, (ξs,t)∗βs = d(αi1,...,ip−1(s) ◦ ξt,s) ∧ dξi1

t,s ∧ · · · ∧ dξ
ip−1
t,s , since

s = dαs (for all s ∈ [0, T ]) and because, from Proposition 1, the stochastic flow ξs,t is sufficiently smooth in
he space variable for all times 0 ≤ s ≤ t ≤ T (at least ξs,t ∈ C ([0, T ]×[0, T ]; C 1,µ(M)), with 0 < µ < γ < 1).
herefore, we obtain

βt = E
[
d(αi1,...,ip−1(s) ◦ ξt,s) ∧ dξi1

t,s ∧ · · · ∧ dξ
ip−1
t,s

]
. (24)

e now show the necessary condition. Reciprocally, we assume (24), that is, βt = E[(ξt,s)∗βs], for all
≤ s ≤ t ≤ T , where β0 = βin = dαin ∈ C 2,µΛp(M) (or αin ∈ C 3,µΛp(M)) and where the stochastic

ow of diffeomorphisms ξt,s ∈ C ([0, T ] × [0, T ]; C k,µ(M)), with k ≥ 3 and 0 < µ < γ < 1, is the unique
egular solution of the backward Stratonovich’s stochastic differential Eq. (8), with hypotheses (H1) − (H3)
s in Theorem 1. In particular, we have

β = E
[
d(α ◦ ξ ) ∧ dξi1 ∧ · · · ∧ dξ

ip−1]
= E[(ξ )∗β ]. (25)
t 0 i1,...,ip−1 t,0 t,0 t,0 t,0 0

13



N. Besse Nonlinear Analysis 232 (2023) 113249

S

U

t

F
s
a

F
i
T
w
a
l
T

C

3
m

L
fi
o
T
[
i
m
e

ince β0 = dα0 ∈ C 2,µΛp(M) and dξi
t,0 ∈ C ([0, T ]; C k−1,µ(M)), with k ≥ 3, we then obtain from (25),

β ∈ C ([0, T ], C 2,µΛp(M)). Moreover, we have β ∈ Lip([0, T ], C 0,µΛp(M)). Indeed, for any η ∈ C 2,µΛp(M),
the Itô’s first formula (see, e.g., Theorem III.4.1 of [108]) gives

(ξt,s)∗η − η =

−
m∑

ℓ=1

∫ t

s

£Vℓ(r)
(
(ξr,s)∗η

)
dW ℓ(r) +

∫ t

s

dr
(

1
2

m∑
ℓ=1

£Vℓ(r)£Vℓ(r) − £V0(r)

)
(ξr,s)∗η. (26)

sing (25), and the martingale property,

E
[ m∑

ℓ=1

∫ t

0
£Vℓ(r)

(
(ξr,0)∗β0

)
dW ℓ(r)

]
= 0,

he expectation of (26), where we take s = 0 and η = β0, gives

βt − β0 =
∫ t

0
dr

(
1
2

m∑
ℓ=1

£Vℓ(r)£Vℓ(r) − £V0(r)

)
βr. (27)

rom assumption (H2) and β ∈ C ([0, T ], C 2,µΛp(M)), the integrand of the time integral in the right-hand
ide of (27) is integrable in time since it belongs to L∞([0, T ], C 0,µΛp(M)). Therefore, Eq. (27) is well defined
nd proves immediately that β ∈ Lip([0, T ], C 0,µΛp(M)) with limt→0 βt = β0 = βin in C ([0, T ] × M). We

are now ready to prove (23) from (24). From (24), i.e., βt = E[(ξt,s)∗βs], by using the Itô’s second formula
(21) and the martingale property (22), we obtain

0 = βt − E[(ξt,s)∗βs]
t − s

= E
[

1
t − s

∫ t

s

dr (ξt,r)∗
(

∂rβr + £V0(r)βr − 1
2

m∑
ℓ=1

£Vℓ(r)£Vℓ(r)βr

)]
. (28)

rom β ∈ C ([0, T ], C 2Λp(M)) ∩ Lip([0, T ], C 0,µΛp(M)) and assumption (H2), the integrand of the time
ntegral in (28) is Lebesgue-integrable in time on the time interval [0, T ], with values in C 0,µΛp(M).
herefore, using the Lebesgue differentiation theorem (see, e.g., Corollary 1 in §1.3 of Chapter I of [156])
e can pass to the limit s → t in (28), and we obtain Eq. (23) with the initial condition β0 = βin. We can
lso obtain (23) from (27). Indeed, substracting (27) to itself after substituting s to t, we can pass to the
imit s → t in the result by using β ∈ C ([0, T ], C 2Λp(M)) ∩ Lip([0, T ], C 0,µΛp(M)) and assumption (H2).
he limit gives (23), which ends the proof of Theorem 1. □
Proof of Corollary 1. Substituting to the generalized Cauchy invariants Eq. (14) the statistical generalized

auchy invariants Eq. (10), the proof Corollary 1 is the same as the proof of Corollary 2. □

. First application: Lagrangian formulation of non-ideal hydrodynamic and magnetohydrodynamic
odels

Here, we show how our general result, namely Theorem 1, can be used to obtain novel (stochastic)
agrangian formulations for hydrodynamic and magnetohydrodynamic dissipative flows. For this, we
rst need to link the sum of squares of Lie derivative operators to the Hodge–De Rham Laplacian
perator, by embedding a closed manifold M isometrically as a submanifold of some Euclidean space.
his first task is achieved in Section 3.1, where the concept of gradient Brownian systems is introduced

49–54]. In Section 3.2, we recover and generalize the result of Constantin–Iyer [37,38] for the 3-dimensional
ncompressible Navier–Stokes equations on the Euclidean space. In Sections 3.3 and 3.4, we use Theorem 1 for
agnetohydrodynamic flows in order to obtain new Lagrangian formulations of the non-ideal incompressible

xtended MHD equations and of the non-ideal two-fluid model respectively.

14
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.1. Gradient Brownian systems and diffusion by embeddings

Let M be a Riemannian manifold satisfying hypothesis (H1). Let e : M → Rm be a C p-isometric
mbedding of M into the Euclidean space Rm with m ≥ n, given by e = (e1(x), . . . , em(x)). For the
efinition of (isometric) embeddings, the reader can consult, e.g., [3,22,43]. The existence of such an
sometric embedding is ensured by the Nash isometric embedding theorem, namely Theorem 2 of [135]
see also Theorem 4.34 of [12]). For more details on the embedding problem in differential geometry, we
efer the reader to some original papers [134,135,163,164], and also to some textbooks [3,12,22,43]. Let
(x) : Rm → TxM be the orthogonal projection of Rm onto the tangent space of M at the point x,

onsidered as a subset of Rm by using the tangent map T e(x) as an identification. Indeed, the injective
inear map de(x) : TxM → Rm is defined by using the tangent map T e ∈ L(TxM,Rm), which is given, in
he local coordinate x, by a matrix with entries (T e(x))ij = ∂ei(x)/∂xj , for i = 1, . . . , m, and j = 1, . . . , n.
ote that the map de(x) is also the pushforward of vectors of TxM onto the tangent space Te(x)Rm = Rm.
sing the notation de∗(x) = (de(x))∗ for the adjoint map of de(x), the adjoint map (de(x))∗ : Rm → T ∗

x M is
efined by duality through the following standard relation: (de∗(x)e)(X) = (de(x)X)(e), for all X ∈ TxM ,
nd for all e ∈ Rm. Let {e1, . . . , em} be an orthonormal basis of Rm, we then define pℓ(x) ∈ T ∗

x M by
ℓ(x) := de∗(x)eℓ, and Pℓ(x) ∈ TxM , by Pℓ(x) := (pℓ(x))♯ (see Notation 1). Then, for all X ∈ TxM , we
btain by duality,

pℓ(x)(X) = (de∗(x)eℓ)(X) = (de(x)X)(eℓ) = deℓ(x)(X)
= ⟨grad eℓ(x), X⟩TxM = ⟨(pℓ(x))♯, X⟩TxM .

herefore, we obtain

Pℓ(x) = grad eℓ(x) = gij(x) ∂eℓ

∂xj
(x) ∂

∂xi
, x ∈ M, ℓ = 1, . . . , m. (29)

his is why the system {Pℓ, W ℓ}m
ℓ=1 is often called a gradient Brownian system [49].

We next present a simple and fundamental example, which is the isometric embedding of the n-
imensional sphere Sn into the Euclidean space Rn+1 (see, e.g., [60,91]).

xample 1 (Embedding of the n-Dimensional Sphere Sn Into Rn+1). If Sn is the sphere of dimension n,
hen its tangent space TSn

x can be identified with

TSn
x =

{
v ∈ Rn+1 | ⟨v, x⟩Rn+1 = 0

}
.

he standard embedding of the sphere Sn into Rn+1 is characterized by the following orthogonal projection
(x) : Rn+1 → TSn

x , defined by

P(x)w = w − ⟨w, x⟩Rn+1 x, w ∈ Rn+1.

et {e1, . . . , en+1} be an orthogonal basis of Rn+1, then

Pℓ(x) = eℓ − ⟨eℓ, x⟩Rn+1 x = eℓ − xℓx.

n other words, for each x ∈ M , P(x) ∈ L(Rn+1; TSn
x) is a linear map from Rn+1 to TSn

x , which can be
epresented by a square matrix with the following entries,

Pij(x) = δij − xixj , i, j ∈ {1, . . . , n + 1}, ∀ x ∈ Sn ⊂ Rn+1.

We end this section by recalling a lemma on the Hodge–De Rham Laplacian operator for p-forms on

anifolds, which is important for the applications that we develop below.

15
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emma 1 (The Hodge–De Rham Laplacian in Terms of Isometric Embeddings). Let M be a Riemannian
anifold satisfying hypothesis (H1). Let e : M → Rm be a C p-isometric embedding of M into Rm with m ≥ n,
hose existence is ensured by the Nash isometric embedding theorem (Theorem 2 of [135]). Let{

P(x) : Rm −→ TxM
X −→ P(x)X,

e the orthogonal projection of Rm into TxM , for all x ∈ M , given by Pℓ = grad eℓ, with ℓ ∈ {1, . . . , m}.
hen, for any β ∈ C 2Λp(M),

∆Hβ =
m∑

ℓ=1
£Pℓ

£Pℓ
β, (30)

ith ∆H := −(dd∗ + d∗d), the Hodge–De Rham Laplacian.

roof. The proof can be found in Addendum C4 of [50], or in Appendix of [54] or else in Section 2.3 of [52]
see also [10,60] and Section 4.2 of [157]). □

emark 7 (What is the Right Laplacian on Riemannian Manifolds?). Note that for diffusive equations
n manifolds, which involve a Laplacian, the question of which is the right Laplacian to use is not always
bvious, especially since this choice can strongly impact the properties and the mathematical analysis of such
quations. We refer the reader to [10,35,47,60,128,139,159] for such a problem in the case of the Navier–Stokes
quations. There are at least two standard Laplacian operators for p-forms on manifolds. The first one is
he Hodge–De Rham operator defined in Lemma 1. The second one, called the Laplace–Beltrami operator
when it acts on scalar function) or the Bochner Laplacian (when it acts on vector fields), is defined by

B := −∇∗∇ = gij∇i∇j , where ∇∗ is the adjoint of ∇ (see, e.g., [159]). These two Laplacians are related
y the Weitzenböck formula, which has the following generic form ∆H = ∆B − Ric, where the term Ric
ontains Ricci curvature terms (see, e.g., [50,52,54,159]). Ebin and Marsden suggest at the end of their
aper [47] that for the Navier–Stokes equations on Riemannian manifolds the natural Laplacian should be
2Def∗Def = ∆H + 2Ric − dd∗, where Def is the deformation operator and Def∗ its adjoint (for more
etails see [128,159]). From our general framework of Section 2, which includes the Navier–Stokes equations
s a particular case (see Section 3.2 below), we observe that the natural Laplacian for the Navier–Stokes
quations is the Hodge–De Rham Laplacian. Of course, in Rn all these Laplacians coincide with the standard
aplacian in Rn.

emark 8 (Extrinsic Versus Intrinsic Representation of the Brownian Motion). The study of stochastic
ifferential equations on manifolds by embeddings is usually called an extrinsic method because it depends
n the embedding of M into some Euclidean space Rm. In such a representation, the Brownian motion on M

s constructed by the projection on the tangent space (of M) of an Euclidean Brownian motion of dimension
, which is in general larger than the dimension n of the manifold M , whereas we expect that on M , the
rownian motion should still be intrinsically a n-dimensional object. There exist two other different but
quivalent representations of the Brownian motion to study stochastic differential equations on manifolds.
he second one, called intrinsic representation, makes use of the concepts of horizontal lift and stochastic
evelopment, which are central concepts in the Eells–Elworthy–Malliavin [48,91,92,123] construction of the
-dimensional Brownian motion on Riemannian manifolds. In such a construction of the Brownian motion
s a n-dimensional object, a stochastic path or curve on M can be lifted to an horizontal curve (of frames)
n the frame bundle of M by solving deterministic ordinary differential equations. To this horizontal curve
called stochastic development) corresponds uniquely a curve (called anti-development) in the Euclidean
pace of the same dimension (for instance n) where the standard n-dimensional Brownian motion is used.

herefore, there is a one-to-one correspondence between the set of curves on the manifold M of dimension

16
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and their anti-developments in the Euclidean space of the same dimension. The third representation is a
ocal representation based on a well chosen coordinate system (collection of charts or atlas). Even if intrinsic
epresentation appears more elegant and compact, for some precise mathematical analysis or numerical
omputations, for which local calculations are unavoidable, the extrinsic representation such as the local
oordinates or the (global) embedding method seems more judicious.

.2. The incompressible Navier–Stokes equations

.2.1. The case of the flat torus T3

Here, we aim at applying Theorem 1 to the incompressible Navier–Stokes equations, written in terms of
he vorticity vector ω(t, x) = ∇ × u(t, x), where u(t, x) is the divergence-free velocity vector field governed
y the standard incompressible Navier–Stokes equations. The Navier–Stokes equations is posed on the
-dimensional flat torus T3, which is equipped with the canonical orthonormal basis {ei}i=1, 2, 3. In The-
rem 1, we take m = 3, V0(t, x) = u(t, x) ∈ R3, and Vℓ(t, x) =

√
2νeℓ, with ℓ ∈ {1, 2, 3}, and ν the

iscosity parameter. Using Notation 1, we consider the vorticity 2-form ω := du♭, which is linked to the
orticity vector ω by the relation ω = ∗(ω♭) or ω = (∗ω)♯ (see, e.g., [20]) and we take in Eq. (9) of

Theorem 1 the 2-form β = ω. Since ν is a constant parameter, we obtain 1
2

∑
ℓ=1,2,3 £2√

2νeℓ
ω = ν∆ω

in (9), which is the standard Laplacian appearing in the Navier–Stokes equations, while the Lie-advected
term is £uω. Therefore, we obtain the Navier–Stokes equations in terms of the vorticity 2-form ω, namely,
∂tω+ £uω− ν∆ω = 0. Since we have the commutation relation [♯∗, £X ] = 0 (here ♯ ≡ (·)♯, see Notation 1)

here X is a divergence-free vector field (see Appendix A.6 of [20]), the vorticity vector ω satisfies the same
quation as the vorticity 2-form ω, i.e.,

∂tω + £uω − ν∆ω = ∂tω + ∇(ω × u) − ν∆ω = ∂tω + u · ∇ω − ω · ∇u − ν∆ω = 0. (31)

ince the viscosity is a constant parameter, the backward Stratonovich’s stochastic differential Eq. (8)
educes to the backward Itô’s stochastic differential Eq. (32), where W (t) denotes a 3-dimensional Brownian
otion. Observing that in the backward Itô’s stochastic differential Eq. (32) the stochastic term

√
2νd̂W (s)

oes not depend on the spatial variable x, we obtain that any spatial derivative of Eq. (32) gives a
eterministic equation, for instance ∇ξ̇i

t,s(x) = ∇(ui(s, ξt,s(x))), ∀ i ∈ {1, 2, 3}, where the dot notation
orresponds to the time derivative with respect to the second time argument, viz. s. Using this observation,
he statistical generalized Cauchy invariants Eq. (10), written in terms of the vorticity vector ω instead of its
-form ω, becomes Eq. (33), because the exterior derivative d (resp. the exterior product ∧ between forms)

becomes the standard Euclidean gradient ∇ (resp. the cross product × between vectors). Therefore, for the
3-dimensional flat torus T3, the application of Theorem 1 gives the following Lagrangian formulation for the
incompressible Navier–Stokes equations on T3: for all s such that 0 ≤ s ≤ t ≤ T , and for all x ∈ T3,

d̂ξt,s(x) = u(s, ξt,s(x))ds +
√

2νd̂W (s), (32)
ω(t, x) =

∑
i=1,2,3

E
[
∇ξ̇i

t,s(x) × ∇ξi
t,s(x)

]
, (33)

∇ × u = ω, ∇ · u = 0. (34)

f course, the system (32)–(34) should be completed with an initial condition that we can take at the time
= 0 and which can be either an initial divergence-free velocity vector field u0, with ∇ · u0 = 0, or an

nitial vorticity ω0, with ∇ · ω0 = 0. In fact, the formulation (32)–(34) is equivalent to the Constantin–Iyer
ormulation [37,38] given by

d̂ξt,s(x) = u(s, ξt,s(x))ds +
√

2νd̂W (s), 0 ≤ s ≤ t ≤ T, x ∈ T3, (35)
u(t, x) = EP

[
∇ξt,s(x) u(s) ◦ ξt,s(x)

]
, (36)
17
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here P ≡ Id − ∇∆−1∇· is the Leray–Hodge projection on divergence-free vector field. Indeed, after some
lgebra we obtain,

ω(t, x) = ∇ × u(t, x) = ∇ × EP
[
∇ξt,s(x) u(s) ◦ ξt,s(x)

]
= E

[
(Dξt,s(x))−1 ω(s) ◦ ξt,s(x)

]
(37)

=
∑

i=1,2,3
E

[
∇ξ̇i

t,s(x) × ∇ξi
t,s(x)

]
, (38)

where the dot notation stands for the time derivative with respect to the second time argument, namely
s. Here, we should make a remark about three different but equivalent (at least for smooth solutions)
formulations of the incompressible Euler equations. Putting aside the random aspect and the expectation
E, Eq. (36) is known as the Weber’s formulation of the incompressible Euler equation, while Eqs. (37) and
(38) are known respectively as the Cauchy vorticity formula and the Cauchy invariants equation. In fact, the
Cauchy invariants equation and the Cauchy vorticity formula, which are different but equivalent formulations
of the incompressible Euler equation, are Hodge duals of each other [20].

The application of Corollary 1 gives the statistical velocity-circulation conservation theorem and the
statistical vorticity-flux conservation theorem, namely, for all s such that 0 ≤ s ≤ t ≤ T ,∮

C
u(t, x) · dC(x) = E

[∮
ξt,s(C)

u(s, y) · dC(y)
]
,

nd ∫
S

ω(t, x) · dS(x) = E
[∫

ξt,s(S)
ω(s, y) · dS(y)

]
,

here C (resp. S) is any 1-dimensional closed curve (resp. 2-dimensional surface) and dC(x) (resp. dS(x)) is
he local infinitesimal line (resp. surface) measure on C (resp. S).

.2.2. The case of a closed manifold M

We now apply Theorem 1 to the incompressible Navier–Stokes equations on a n-dimensional smooth
losed manifold M , written is terms of the vorticity 2-form ω := du♭ (see [20,47]), i.e.,

∂tω + £uω − ν∆Hω = 0, (39)

ith u the divergence-free velocity vector field such that d∗u♭ = 0. For this, we take in Theorem 1, β = ω,
0(t, x) = u(t, x) ∈ TxM , and Vℓ(t, x) =

√
2νPℓ(x) ∈ TxM , with ℓ ∈ {1, . . . , m}, ν the viscosity parameter,

nd Pℓ(x) = grad e(x), where e(x) : M → Rm is a smooth isometric embedding of the manifold M into
m (m ≥ n). Using Lemma 1, we obtain that the term 1

2
∑

1≤ℓ≤m £2√
2νPℓ(x)ω in Eq. (9) of Theorem 1

ecomes the Hodge–De Rham Laplacian ν∆Hω appearing in the incompressible Navier–Stokes equations.
herefore, we obtain the following Lagrangian formulation for the Eulerian formulation of the incompressible
avier–Stokes Eqs. (39) on a n-dimensional smooth closed manifold M : for all s such that 0 ≤ s ≤ t ≤ T ,

or all x ∈ M , and for all f ∈ C 3(M),

f(ξt,s(x)) = f(x) −
∫ t

s

dr u(r)f(ξt,r(x)) −
√

2ν

m∑
ℓ=1

∫ t

s

Pℓf(ξt,r(x)) ◦ d̂W ℓ(r), (40)

ω(t, x) = E
[
d(u♭

i(s) ◦ ξt,s(x)) ∧ dξi
t,s(x)

]
, (41)

du♭ = ω, d∗u♭ = 0, (42)

here u♭ is the velocity 1-form associated with the velocity vector-field u (see Notation 1). The system
40)–(42) should be completed with an initial condition that we can take at the time t = 0 and which can be
18
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ither an initial divergence-free velocity vector field u0, with d∗u♭
0 = 0, or an initial vorticity 2-form ω0, with

ω0 = 0. The application of Corollary 1 still gives the statistical velocity-circulation conservation theorem
nd the statistical vorticity-flux conservation theorem, namely, for all s such that 0 ≤ s ≤ t ≤ T , and any
-chain c of M , ∮

∂c

u♭
t = E

[∮
ξt,s(∂c)

u♭
s

]
, and

∫
c

ωt = E
[∫

ξt,s(c)
ωs

]
.

The stochastic Lagrangian formulation (40)–(42) is written in terms of the vorticity 2-form ω. A different
tochastic Lagrangian formulation, which only involves the velocity 1-form u♭ and which is closer in spirit to
he original forward-in-time Constantin–Iyer formulation using Weber’s formula [37], can be found in [60].

.3. The non-ideal incompressible extended MHD equations

In order to familiarize the reader with this model, we present here the incompressible extended MHD
quations on R3, in the non-dissipative limit, which are derived from standard two-fluid theory of plasma
hysics (see Section 3.4) by neglecting the displacement current, imposing quasineutrality and carrying out
systematic expansion in the mass ratio me/mi, where me (resp. mi) is the mass of electrons (resp. ions).
he reader can consult Refs. [78,121] (see also [97]), where a detailed derivation of extended MHD from

wo-fluid theory is presented. Introducing the vector field

B∗ = B + d2
e∇ × ∇ × B,

he dimensionless incompressible extended MHD equations, which describe the dynamics of the divergence-
ree magnetic vector field B = B(t, x) and velocity vector field v = v(t, x), read [1,117],

∂tv + (∇ × v) × v = −∇(p + 1
2 |v|2) + (∇ × B) × B∗ − d2

e∇( 1
2 |∇ × B|2), ∇ · v = 0, (43)

∂tB∗ + ∇ × (B∗ × v) = −di∇ × ((∇ × B) × B∗) + d2
e∇ × ((∇ × B) × (∇ × v)), ∇ · B = 0, (44)

here p is the total pressure and where di (resp. de) serves as the normalized ion (resp. electron) skin depth.
n (43)–(44), setting de = 0, we recover the Hall MHD equations, while imposing di = 0, we retrieve the
nertial MHD equation. Hence, extended MHD is a model that is endowed with both the Hall drift and
lectron inertia. Note that neither ideal nor Hall MHD are valid when one approaches length scales of the
rder of the electron skin depth. Hence, extended MHD constitutes a good physical model in this regime.
here has been a great deal of attention in recent times focused on turbulence at small scales, i.e., scales

maller than the electron or proton skin depth. The two most notable examples in astrophysics are the
arth’s magnetosphere [30,99] and the solar wind and corona [2,133,151,152]. Moreover, inclusion of the Hall
nd electron inertia terms has radically changed and revitalized the fields of both magnetic reconnection and
urbulence, where a steepening of spectra has been shown [2,74,125,153]. The extended MHD model can also
escribe various instabilities, including sawtooth instability and MHD kink modes in tokamak plasmas [84],
ut also tearing modes induced by the presence of electron inertia, which breaks the usual frozen-in condition
f ideal MHD [81]. This model is also highly relevant to study the generation of magnetic fields via the
ynamo mechanism, because of the presence of an inverse cascade of magnetic helicity [28,125,126]. Further
pplications range from the investigation of drift-waves to low-frequency turbulence [155] and turbulent
econnection [113,154] that naturally occur in laboratory, space, astrophysical and fusion plasmas.

Using the magnetic vector potentials A, which are subjected to the Coulomb gauge, i.e., ∇ · A = 0,
e introduce the generalized velocity vector fields v± = v±(t, x), the generalized magnetic vector potentials

A± = A±(t, x), and the generalized magnetic vector fields B± = B±(t, x), which are defined by the following
relations [41,118],

v = ∇ × B, ∇ · v = 0, (45)
∗ ∗

19
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v± = v − κ∓v∗ = v − κ∓∇ × B, ∇ · v± = 0, (46)
A∗ = A + d2

ev∗ = A + d2
e∇ × B, ∇ · A∗ = 0, (47)

A± = A∗ + κ±v = A + d2
e∇ × B + κ±v, ∇ · A± = 0, (48)

B∗ = ∇ × A∗ = B + d2
e∇ × ∇ × B = (1 − d2

e∆)B, ∇ · B∗ = 0, (49)
B± = ∇ × A± = B∗ + κ±∇ × v, ∇ · B± = 0, (50)

here the parameters κ± are given by κ± = (di ± (d2
i + 4d2

e)1/2)/2. If we set de = 0, then (κ+, κ−) = (di, 0)
nd we obtain the Hall MHD equations. If we set di = 0, then (κ+, κ−) = (de, −de) and we obtain the inertial
HD equation. Using (45)–(50), the extended MHD model (43)–(44) can be recast as Eqs. (51)–(53) below,
ith η± = 0 (see, e.g., [41,118]).

.3.1. The case of the flat torus T3

Using notation and definitions of the previous section, on the 3-dimensional flat torus T3, the non-ideal
ncompressible extended MHD (NI-IXMHD) equations written in a Eulerian form read

∂tB± + ∇ × (B± × v±) − η±∆B± = 0, (51)

v± = ∇ × (−∆)−1
(

B+ − B−

κ+ − κ−

)
− κ∓∇ × (1 − d2

e∆)−1
(

κ+B− − κ−B+

κ+ − κ−

)
, (52)

∇ × A± = B±, ∇ · A± = 0, (53)

here the parameters η± are positive resistivity. Eqs. (51)–(52) must be completed with the initial
onditions,

v±(0, x) = v± 0(x), ∇ · v± 0 = 0, and, (54)
B±(0, x) = B± 0(x), ∇ · B± 0 = 0, or A±(0, x) = A± 0(x), ∇ · A± 0 = 0. (55)

he NI-IXMHD equations, which contain dissipative cross-effects (of high-order for B, namely bi-Laplacian)
n terms of original fields (v, B), are reminiscent to MHD models used in the plasmas literature [7–9,23–
6,39]. Except Eqs. (52), which determine the velocity vector fields v± from the magnetic vector fields B±,

we observe that Eqs. (51) are structurally the same as the incompressible Navier–Stokes Eqs. (31), written
in terms of the vorticity vector field. Therefore, following the same arguments as given in Section 3.2.1,
where we explain how to apply Theorem 1 to the incompressible Navier–Stokes equations, the application
of Theorem 1 gives the following Lagrangian formulation for the Eulerian NI-IXMHD Eqs. (51)–(53) on T3:
or all s such that 0 ≤ s ≤ t ≤ T , and for all x ∈ T3,

d̂ξ±t,s(x) = v±(s, ξ±t,s(x))ds +
√

2η±d̂W (s), (56)
B±(t, x) =

∑
i=1,2,3

E
[
∇(Ai

±(s) ◦ ξ±t,s(x)) × ∇ξi
±t,s(x)

]
, (57)

v± = ∇ × (−∆)−1
(

B+ − B−

κ+ − κ−

)
− κ∓∇ × (1 − d2

e∆)−1
(

κ+B− − κ−B+

κ+ − κ−

)
, (58)

∇ × A± = B±, ∇ · A± = 0, (59)

ith the initial conditions (54)–(55). Applying Corollary 1, we obtain the statistical Alfvén theorem of
onservation of magnetic circulation and magnetic flux: for all s such that 0 ≤ s ≤ t ≤ T ,∮

C
A±(t, x) · dC(x) = E

[∮
ξt,s(C)

A±(s, y) · dC(y)
]
,

nd ∫
S

B±(t, x) · dS(x) = E
[∫

ξt,s(S)
B±(s, y) · dS(y)

]
,

or any 1-dimensional closed curve C, and any 2-dimensional surface S in T3.
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.3.2. The case of a closed manifold M

On a n-dimensional smooth closed manifold M , the generalization of Eqs. (51)–(53) leads to the following
I-IXMHD model,

∂tB± + £v±B± − η±∆HB± = 0, (60)

v♭
± = d∗(−∆H)−1

(
B+ − B−

κ+ − κ−

)
− (−1)n+1κ∓d∗(

1 − (−1)n+1d2
e∆H

)−1
(

κ+B− − κ−B+

κ+ − κ−

)
, (61)

dA± = B±, d∗A± = 0, (62)

ith the initial conditions,

v±(0, x) = v± 0(x), d∗v♭
± 0 = 0, and, (63)

B±(0, x) = B± 0(x), dB± 0 = 0, or A±(0, x) = A± 0(x), d∗A± 0 = 0. (64)

ere, v♭
± are the velocity 1-forms associated with the velocity vector-fields v± (see Notation 1), while B±

re exact magnetic-field 2-forms deriving from the magnetic-potential 1-forms A±. The power n in front
f the Hodge–De Rham Laplacian in (61) is a resurgence of the power appearing in the definition of the
xterior coderivative d∗ when we rewrite the Maxwell–Ampère equation without displacement current,
.e., v♭

∗ = ∗ d ∗ B = (−1)n+1d∗B, as we observe a few lines below (see Notation 1). In terms of the
riginal fields, which are now the magnetic-potential 1-forms A, the magnetic-field 2-form B, and the
elocity vector-field v, the fields (v±, A±, B±) are defined by v± = v − κ∓v∗, A± = A∗ + κ±v♭, and
± = dA± = B∗ + κ±dv♭, where v♭

∗ = ∗ d ∗ B = (−1)n+1d∗B, A∗ = A + d2
ev♭

∗, and B∗ = dA∗ =
+ d2

e d ∗ d ∗ B = (1 − (−1)n+1d2
e∆H)B. Incompressibility of the fields v, v∗, v±, A, A∗, A±, B, B∗, and B±

till hold, namely dB± = dB∗ = dB = 0, d∗A± = d∗A∗ = d∗A = 0, and d∗v♭
± = d∗v♭

∗ = d∗v♭ = 0. Here
gain, we observe that Eqs. (60) are structurally the same as the incompressible Navier–Stokes Eqs. (39),
ritten in terms of the vorticity 2-form. Therefore, following the same arguments as given in Section 3.2.2,

he combination of Theorem 1 and Lemma 1 leads to the following Lagrangian formulation for the Eulerian
I-IXMHD model (60)–(62) on a n-dimensional smooth closed manifold M : for all s such that 0 ≤ s ≤ t ≤ T ,

or all x ∈ M , and for all f ∈ C 3(M),

f(ξ±t,s(x)) = f(x) −
∫ t

s

dr v±(r)f(ξ±t,r(x)) −
√

2η±

m∑
ℓ=1

∫ t

s

Pℓf(ξ±t,r(x)) ◦ d̂W ℓ(r),

B±(t, x) = E
[
d(A±i(s) ◦ ξ±t,s(x)) ∧ dξi

±t,s(x)
]
,

v♭
± = d∗(−∆H)−1

(
B+ − B−

κ+ − κ−

)
− (−1)n+1κ∓d∗(

1 − (−1)n+1d2
e∆H

)−1
(

κ+B− − κ−B+

κ+ − κ−

)
,

dA± = B±, d∗A± = 0,

ith the initial conditions (63)–(64). Applying Corollary 1, we obtain the following statistical Alfvén
nvariants, ∮

∂c

A±t = E
[∮

ξ±t,s(∂c)
A±s

]
, and

∫
c

B±t = E
[∫

ξ±t,s(c)
B±s

]
,

for all s such that 0 ≤ s ≤ t ≤ T , and for any 2-chain c of M .

Remark 9. It could be interesting to make a comparison between the NI-IXMHD equations of this section,
written in terms of the original fields (ω = dv♭, B∗), with an another non-ideal IXMHD model arising from
the Hamiltonian ideal IXMHD equations (namely Eqs. (51)–(53) with η± = 0 and written in terms of the
unknowns (ω = dv♭, B∗), or equivalently Eqs. (43)–(44) generalized to manifolds after taking the curl of
(43)) to which we simply add standard diffusion terms such as the Laplacians (ν∆Hω, η∆HB∗), i.e., without
diffusion cross effects. Indeed, we then obtain ∂tω+£vω+£v∗B∗ = ν∆Hω and ∂tB∗+£v−div∗B∗+d2

e£v∗ω =

∆HB∗.
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.4. The non-ideal two-fluid equations

.4.1. The case of the flat torus T3

On the 3-dimensional flat torus T3, the non-ideal two-fluid model of plasma physics, written in Eulerian
form [14,68,78], reads

mi

(
∂t(niui) + ∇ · (niui ⊗ ui)

)
= niqi(E + ui × B) − ∇π̃i − Rie + miniνi∆ui, (65)

me

(
∂t(neue) + ∇ · (neue ⊗ ue)

)
= neqe(E + ue × B) − ∇π̃e − Rei + meneνe∆ue, (66)

where
Rie = mini

σie
(ui − ue), and Rei = mene

σei
(ue − ui). (67)

Here, ni, ui and π̃i are respectively the density, the velocity and the scalar pressure of ions, while ne, ue and
˜e are respectively the density, the velocity and the pressure of electrons. The parameters mi, qi, νi, σie are
espectively the mass, the charge, the viscosity and the conductivity of ions. We have also the counterpart
or electrons. Eqs. (65)–(67) are coupled with the Maxwell equations (without displacement current),

∂tB + ∇ × E = 0, (68)
∇ × B = µ0J, J = neqeue + niqiui, (69)

here the magnetic vector potential A is defined by

∇ × A = B, ∇ · A = 0. (70)

n addition, incompressibility assumption, i.e., ∇ · ui = ∇ · ue = 0, implies that the densities ni and
e are constants. Moreover, quasi-neutrality assumption ∇ · E = 0 or Zni = ne, and Z = 1 imply
i = ne = n = constant and J = ne(ui − ue). Without viscous dissipation (i.e., νi = νe = 0) conservation of
omentum implies Rie + Rei = 0, hence me/σei = mi/σie. Therefore, the system (65)–(70) becomes

∂tui + ui · ∇ui = e

mi
(E + ui × B) − ∇π̂i + νi∆ui − ui − ue

σie
, (71)

∂tue + ue · ∇ue = − e

me
(E + ue × B) − ∇π̂e + νe∆ue − ue − ui

σei
, (72)

−∆A = µ0ne(ui − ue), ∇ · A = 0, (73)

here π̂i,e = π̃i,e/(nmi,e). Introducing the following canonical momenta,

pi = ui + e

mi
A, and pe = ue − e

me
A, with ∇ · pi,e = 0,

and using the parameter µ := mi/(σieµ0ne2) = me/(σeiµ0ne2) and the relations ui,e ·∇ui,e = ∇(|ui,e|2/2)−
i,e × (∇ × ui,e), the system (71)–(73), can be recast as

∂tpi = ui × (∇ × pi) − ∇πi + νi∆ui + µ∆

(
eA

mi

)
, (74)

∂tpe = ue × (∇ × pe) − ∇πe + νe∆ue − µ∆

(
eA

me

)
, (75)

ui = pi − e

mi
A, ue = pe + e

me
A, (76)

(λ2 − ∆)A = µ0ne(pi − pe), ∇ · A = 0, (77)

here λ2 := µ0ne2(1/me + 1/mi) and πi,e = π̂i,e + |ui,e|2/2. To obtain (74)–(77), we have used the equation
∂ A + E = 0, which results from the Maxwell–Faraday Eq. (68), Eqs. (70), the quasi-neutrality assumption
t
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·E = 0 and the periodic boundary conditions. Setting ωi,e = ∇×pi,e, and choosing νi = νe = µ, by taking
he curl of Eqs. (74) and (75), the system (74)–(77) rewrites as (see [55]),

∂tωi,e + ∇ × (ωi,e × ui,e) − µ∆ωi,e = 0, (78)
ui = pi − e

mi
A, ue = pe + e

me
A, (79)

∇ × pi,e = ωi,e, ∇ · pi,e = 0, (80)
(λ2 − ∆)A = µ0ne(pi − pe), ∇ · A = 0. (81)

qs. (78)–(81) must be completed with the initial conditions ωi,e(0, x) = ωi,e 0(x), subjected to the
onstraints ∇ · ωi,e 0 = 0. Observing that Eqs. (78) have the same structure as the incompressible Navier–
tokes Eqs. (31), written in terms of the vorticity vector field, we can follow the same arguments as given in
ection 3.2.1 and from Theorem 1, the Lagrangian formulation of the non-ideal two-fluid model (78)–(81) on
3 is given by the following set of equations: for all s such that 0 ≤ s ≤ t ≤ T , for all x ∈ T3, and σ ∈ {i, e},

d̂ξσt,s(x) = uσ(s, ξσt,s(x))ds +
√

2µd̂W (s), (82)
ωσ(t, x) =

∑
i=1,2,3

E
[
∇(pi

σ(s) ◦ ξσt,s(x)) × ∇ξi
σt,s(x)

]
, (83)

∇ × pσ = ωσ, ∇ · pσ = 0, (84)
(λ2 − ∆)A = µ0ne(pi − pe), ∇ · A = 0, (85)
ui = pi − e

mi
A, ue = pe + e

me
A, (86)

here ξσt,s(x) is the backward stochastic flow of particles of species σ (with σ = e or σ = i) at time s, being
t the position x at time t. Here again, Eqs. (82)–(86) have to be completed with the initial conditions
i,e(0, x) = ωi,e 0(x), subjected to the constraints ∇ · ωi,e 0 = 0. Applying Corollary 1, we obtain the

ollowing statistical Kelvin–Helmholtz theorem of conservation of circulation and flux: for all s such that
≤ s ≤ t ≤ T , and σ ∈ {i, e},∮

C
pσ(t, x) · dC(x) = E

[∮
ξσt,s(C)

pσ(s, y) · dC(y)
]
,

nd ∫
S

ωσ(t, x) · dS(x) = E
[∫

ξσt,s(S)
ωσ(s, y) · dS(y)

]
,

here C and S are respectively any 1-dimensional closed curve and any 2-dimensional surface in T3.

.4.2. The case of a closed manifold M

On a n-dimensional smooth closed manifold M , the non-ideal two-fluid equations, written in Eulerian
orm, read

∂tωi,e + £ui,e
ωi,e − µ∆Hωi,e = 0, (87)

u♭
i = pi − e

mi
A, u♭

e = pe + e

me
A, (88)

dpi,e = ωi,e, d∗pi,e = 0, (89)(
λ2 − (−1)n+1∆H

)
A = µ0ne(pi − pe), d∗A = 0, (90)

here u♭
i,e are the velocity 1-forms associated with the velocity vector fields ui,e, and where ωi,e are exact

orticity 2-forms deriving from the canonical momenta 1-forms pi,e. Eqs. (87)–(90) have to be supplemented
ith the initial conditions ω (0, x) = ω (x), subjected to the constraints dω = 0. The power n + 1
i,e i,e 0 i,e 0
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n being the dimension of M) in front of the Hodge–De Rham Laplacian comes from the rewriting of the
axwell–Ampère equation (without displacement current) with the exterior coderivative d∗ (see Notation 1),

.e., µ0j = ∗ d ∗ B = (−1)n+1d∗B, with the current 1-form j = J♭. Indeed, in the one hand we have
j = ne(u♭

i − u♭
e) = ne(pi − pe) − λ2A/µ0 and in the other hand we have (−1)n+1d∗B = (−1)n+1d∗dA =

(−1)n+1∆HA, because d∗A = 0. Following arguments of Section 3.2.2, from the combination of Theorem 1
nd Lemma 1, we obtain the following Lagrangian formulation for the non-ideal two-fluid model (87)–(90)
n a n-dimensional smooth closed manifold M : for all s such that 0 ≤ s ≤ t ≤ T , for all x ∈ M , for σ ∈ {i, e},
nd for all f ∈ C 3(M),

f(ξσt,s(x)) = f(x) −
∫ t

s

dr uσ(r)f(ξσt,r(x)) −
√

2µ

m∑
ℓ=1

∫ t

s

Pℓf(ξσt,r(x)) ◦ d̂W ℓ(r),

ωσ(t, x) = E
[
d(pσi(s) ◦ ξσt,s(x)) ∧ dξi

σt,s(x)
]
,

dpσ = ωσ, d∗pσ = 0,(
λ2 − (−1)n+1∆H

)
A = µ0ne(pi − pe), d∗A = 0,

u♭
i = pi − e

mi
A, u♭

e = pe + e

me
A,

with the initial conditions ωi,e(0, x) = ωi,e 0(x), subjected to the constraints dωi,e 0 = 0. Applying
orollary 1, we obtain the following statistical Kelvin–Helmholtz invariants,∮

∂c

pσt = E
[∮

ξσt,s(∂c)
pσs

]
, and

∫
c

ωσt = E
[∫

ξσt,s(c)
ωσs

]
, (91)

or all s such that 0 ≤ s ≤ t ≤ T , and for any 2-chain c of M .

emark 10. In the case where νσ1 ̸= νσ2 = µ, with (σ1 = i, σ2 = e) or (σ1 = e, σ2 = i), we only have
Lagrangian formulation for the species σ2 coupled with an Eulerian formulation for the species σ1. Of

ourse, the statistical Kelvin–Helmholtz invariants, such as (91), only hold for the species σ2.

emark 11. By forcing ions to be a uniform fixed background (i.e., ui = π̃i = 0, and ni = constant)
n the above two-fluid model, we obtain the famous inertial e-MHD equations [29,33,79,80,93,98,130,158],
hich then aslo enjoy a stochastic Lagrangian formulation easily deductible from above.

. Second application: analysis of the stochastic-Lagrangian incompressible extended MHD equations

The local-in-time well-posedness with smooth initial data and the global-in-time well-posedness with
mall initial data for the NI-IXMHD equations on R3 have been studied in [71] by using the Eulerian
etting (51)–(53). Here, we perform the analysis of the stochastic-Lagrangian incompressible extended MHD
quations (SL-IXMHD) given by (56)–(59), in the same spirit as it is done for the incompressible Navier–
tokes equations in [94,95,168]. Using this new stochastic Lagrangian formulation, we give in Section 4.1 a
elf-contained and an alternative (Lagrangian) proof of the local-in-time existence of solutions in Hölder
paces for the NI-IXMHD equations. Since our estimates are independent of the resistivity parameters,
e can consider the non-resistive limit and we show in Section 4.2 that the solutions of the SL-IXMHD
quations (with periodic boundary conditions) converge to the solutions of the ideal IXMHD as the resistivity
arameters tend to zero, at a rate of one-half with respect to the resistivity parameters and the time variable.
or large resistivity or small initial data, we give a new proof of the global-in-time existence of the NI-IXMHD
quations in Section 4.3.

We start by setting our functional framework, namely the Hölder spaces equipped with non-dimensional

orms (see, e.g., [76]). Non-dimensional norms are here useful to make appear magnetic Reynolds numbers.
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e consider the 3-dimensional spatially periodic flat torus T3
L of period L. For k ∈ N and 0 < γ < 1, we

define the non-dimensional Hölder norms and semi-norms on T3
L, by

|f |γ = |f |C 0,γ(T3
L

) = sup
x ̸=y∈T3

L

Lγ |f(x) − f(y)|
|x − y|γ

,

∥f∥k = ∥f∥C k(T3
L

) =
∑

|m|≤k

sup
x∈T3

L

L|m||∂mf(x)|,

|f |k,γ = |f |C k,γ(T3
L

) =
∑

|m|=k

Lk|∂mf |γ ,

∥f∥k,γ = ∥f∥C k,γ(T3
L

) = ∥f∥k + |f |k,γ ,

here ∂m stands for the derivatives with respect to the multi-index m. The space C k(T3
L), of all k-times

ontinuously differentiable periodic functions on T3
L, is equipped with the norm ∥f∥C k(T3

L
). The Hölder space

k,γ(T3
L), of all periodic functions on T3

L whose any derivatives up to the order k are γ-Hölder continuous,
s equipped with the norm ∥f∥C k,γ(T3

L
).

In order to perform the analysis of the system (56)–(59), we take s = 0 in (56)–(57), but of course it
orks also for any s, such that 0 ≤ s < t, provided that we know the initial condition at time s. Therefore,
nowing the initial condition A±0 and using W (0) = 0, we aim at solving the following set of equations,

ξ±t,0(x) = x −
∫ t

0
dr v±(r, ξ±t,r(x)) −

√
2η±W (t), (92)

B±(t, x) =
∑

i=1,2,3
E

[
∇(Ai

±0 ◦ ξ±t,0(x)) × ∇ξi
±t,0(x)

]
, (93)

v±(t, x) = ∇ × (−∆)−1
(

B+(t, x) − B−(t, x)
κ+ − κ−

)
− κ∓∇ × (1 − d2

e∆)−1
(

κ+B−(t, x) − κ−B+(t, x)
κ+ − κ−

)
. (94)

.1. Local well-posedness of the SL-IXMHD equations

Here, we state the theorem of the local-in-time well-posedness of the system (92)–(94) in Hölder spaces.
e recall that, when s ≤ t, the notation ξ±t,s stands for the backward stochastic flows, which start at time t

nd end at time s. We prefer this notation to the notation ξ−1, because it is less cumbersome and moreover
he notation ξ±t,s reminds well that the backward stochastic flow is considered as a function of two time
ariables. Of course, the functions ξ±t,s are also functions of the spatial variable x, which is the position of
he stochastic flows at time t.

heorem 3. Let k ≥ 2 and A±0 ∈ C k+1,γ(T3
L;R3) be divergence free. Then, there exist absolute

onstant δ = δ(k, γ, de, di) and κ = κ(k, γ, de, di) such that for V := κ(∥A+0∥k+1,γ + ∥A−0∥k+1,γ)
nd any time T such that V T/L < δ, there exist functions ξ±t,s ∈ C ([0, T ] × [0, T ]; C k+1,γ(T3

L;T3
L)),

± ∈ C ([0, T ]; C k+1,γ(T3
L;R3)), and B± ∈ C ([0, T ]; C k,γ(T3

L;R3)) such that (ξ±t,s, v±, B±) satisfy the system
92)–(94) with supt∈[0,T ] ∥v±(t)∥k+1,γ ≤ V .

emark 12. We can also obtain the same type of result as Theorem 3 for the two-fluid model (82)–(86)
nd the inertial e-MHD equations (see Remark 11) because the structure and properties of these models
re very close to the system (92)–(94). Therefore, their proofs will be quite similar. Indeed, each system
s constituted by the coupling of three equations, which are a stochastic differential equation, a Cauchy
nvariants equation and a second-order elliptic equation giving the drift velocity of the stochastic flow from
25
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he Cauchy invariants. In the three systems mentioned above the stochastic differential equations and the
auchy invariants equations are the same. Only the second-order elliptic equations differ, but their elliptic

egularity estimates are the same, which is the only thing that matters.

Proof of Theorem 3. We first introduce the functional spaces Υ and Φ defined as follows: for any k ≥ 2,

Υ = Υk,γ
T,V (95)

:=
{

υ ∈ C ([0, T ]; C k+1,γ(T3
L;R3))

⏐⏐ ∀ t ∈ [0, T ], ∥υ(t)∥k+1,γ ≤ V, ∇ · υ = 0, υ(0) = υ0
}

and

Φ = Φk,γ
T,Λ (96)

:=
{

φ ∈ C ([0, T ] × [0, T ]; C k+1,γ(T3
L;T3

L))
⏐⏐ ∀ (s, t) s.t. 0 ≤ s ≤ t ≤ T, ∥∇φt,s∥k,γ ≤ Λ

}
,

here Λ is a pure numerical constant. We introduce the map
M : Υ × Υ −→ Υ × Υ

u = (v+, v−) −→ ũ = (ṽ+, ṽ−) = M(v+, v−) = M(u) (97)

which is defined by the following iterative procedure. From any given v± ∈ Υ , we construct ξ±t,s(x) as the
unique solution of the following backward stochastic differential equation,

d̂ξ±t,s(x) = v±(s, ξ±t,s(x))ds +
√

2η±d̂W (s), 0 ≤ s ≤ t ≤ T. (98)

ince the Brownian process W is independent of the space variable x, the spatial derivative of (98) gives the
ollowing ordinary differential equation for the jacobian matrix Dξ±t,s(x),

d
ds

Dξ±t,s(x) = Dv±(s, ξ±t,s(x))Dξ±t,s(x), 0 ≤ s ≤ t ≤ T, (99)

ith ξ±t,t(x) := x. Solving (99) backward in time, we obtain Dξ±t,0(x). From ξ±t,0(x), Dξ±t,0(x), and the
nitial condition A±0, we obtain

B±(t, x) =
∑

i=1,2,3
E

[
∇(Ai

±0 ◦ ξ±t,0(x)) × ∇ξi
±t,0(x)

]
. (100)

inally, using (100), we define ṽ± as

ṽ± := F±(B+, B−)

:= ∇ × (−∆)−1
(

B+ − B−

κ+ − κ−

)
− κ∓∇ × (1 − d2

e∆)−1
(

κ+B− − κ−B+

κ+ − κ−

)
. (101)

he idea of the proof is to use the Picard iterative process defined as above and the Banach fixed-point
heorem in Υ2 := Υ ×Υ for the map M : Υ2 → Υ2, where the space Υ2 is equipped with the weaker norm

∥u∥Υ2 := sup
t∈[0,T ]

∥u(t)∥k,γ := sup
t∈[0,T ]

(
∥v+(t)∥k,γ + ∥v−(t)∥k,γ

)
. (102)

o verify the hypotheses of the Banach fixed-point theorem, we need to show some basic a priori estimates
iven in the following lemma.

emma 2. Let k ≥ 2 and v± ∈ Υ . Then, there exists a constant C♭ = C♭(k, γ, V T/L) non-decreasing in
he third argument V T/L, such that

∥Dξ±t,s∥k,γ ≤ exp
(

C♭
V

L
|t − s|

)
, ∀ (s, t) s.t. 0 ≤ s ≤ t ≤ T, (103)

nd
∥Dφ±t,s∥k,γ ≤ C♭

V

L
|t − s| exp

(
C♭

V

L
|t − s|

)
, ∀ (s, t) s.t. 0 ≤ s ≤ t ≤ T, (104)

where φ (x) := ξ (x) − Id(x) = ξ (x) − x.
±t,s ±t,s ±t,s
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roof. Integrating (98) backward in time we obtain

ξ±t,s(x) = x −
∫ t

s

dr v±(r, ξ±t,r(x)) +
√

2η±(W (s) − W (t)). (105)

ince the Brownian process W is independent of the space variable x, the spatial derivative of (105) gives

Dξ±t,s(x) = I −
∫ t

s

dr Dv±(r, ξ±t,r(x))Dξ±t,r(x). (106)

ince v± ∈ Υ , using a Gronwall lemma, we obtain from (106),

∥Dξ±t,s∥L∞(T3
L

) ≤ exp
(∫ t

s

dr sup
r∈[0,T ]

∥Dv±(r)∥L∞(T3
L

)

)
≤ exp

(
V

L
|t − s|

)
.

By spatial differentiation of (105), we obtain

Dφ±t,s(x) = Dξ±t,s(x) − I = −
∫ t

s

dr Dv±(r, ξ±t,r(x))Dφ±t,r(x) −
∫ t

s

dr Dv±(r, ξ±t,r(x)) (107)

which, by using a Gronwall lemma, leads to the following estimate

∥Dφ±t,s∥L∞(T3
L

) ≤
∫ t

s

dr ∥Dv±(r)∥L∞(T3
L

) +
∫ t

s

dr ∥Dv±(r)∥L∞(T3
L

)∥Dφ±t,r∥L∞(T3
L

)

≤
(∫ t

s

dr ∥Dv±(r)∥L∞(T3
L

)

)
exp

(∫ t

s

dr ∥Dv±(r)∥L∞(T3
L

)

)
≤ V

L
|t − s| exp

(
V

L
|t − s|

)
.

Since the space C k,γ is an algebra for the multiplication operation with an algebra constant Ca = Ca(k, γ),
taking the C k,γ-norm of (106) we obtain

∥Dξ±t,s∥k,γ ≤ 1 + Ca

∫ t

s

dr ∥Dv±(r, ξ±t,r)∥k,γ∥Dξ±t,r∥k,γ . (108)

Using the following standard inequality (see, e.g., [94]),

∥f ◦ g∥k,γ ≤ C(k, γ)∥f∥k,γ(1 + ∥Dg∥k−1,γ)k+γ , (109)

estimate (108) becomes

∥Dξ±t,s∥k,γ ≤ 1 + C(k, γ)
∫ t

s

dr ∥Dv±(r)∥k,γ(1 + ∥Dξ±t,r∥k−1,γ)k+γ∥Dξ±t,r∥k,γ . (110)

e now proceed by induction on the regularity index k. The induction hypothesis Hk is that there exists a
constant C♭(k, γ, V T/L), non decreasing in the third argument V T/L, such that

∥Dξ±t,s∥k−1,γ ≤ exp
(

C♭
V

L
|t − s|

)
. (111)

Using Hk we obtain

(1 + ∥Dξ±t,r∥k−1,γ)k+γ ≤
(

1 + exp
(

C♭
V T

L

))k+γ

≤ C♭(k, γ, V T/L),

hich, by using a Gronwall lemma, allows us to obtain from (110),

∥Dξ±t,s∥k,γ ≤ 1 + C♭

∫ t

s

dr ∥Dv±(r)∥k,γ∥Dξ±t,r∥k,γ

≤ exp
(

C♭

∫ t

s

dr sup
r∈[0,T ]

∥Dv±(r)∥k,γ

)
≤ exp

(
C♭

V |t − s|
)

.

L
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T
i
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his ends the proof of the first estimate of Lemma 2. Using the algebra property of the space C k,γ and
nequality (109), we obtain from the C k,γ-norm of (107),

∥Dφ±t,s∥k,γ ≤
∫ t

s

dr ∥Dv±(r, ξ±t,r)∥k,γ + Ca

∫ t

s

dr ∥Dv±(r, ξ±t,r)∥k,γ∥Dφ±t,r∥k,γ

≤ C(k, γ)
∫ t

s

dr ∥Dv±(r)∥k,γ(1 + ∥Dξ±t,r∥k−1,γ)k+γ

+ C(k, γ)
∫ t

s

dr ∥Dv±(r)∥k,γ(1 + ∥Dξ±t,r∥k−1,γ)k+γ∥Dφ±t,r∥k,γ .

sing (111) and a Gronwall lemma we obtain from the previous estimate

∥Dφ±t,s∥k,γ ≤ C(k, γ)
(

1 + exp
(

C♭
V T

L

))k+γ
V

L
|t − s|

+ C(k, γ)
∫ t

s

dr ∥Dv±(r)∥k,γ

(
1 + exp

(
C♭

V T

L

))k+γ

∥Dφ±t,r∥k,γ

≤ C♭
V

L
|t − s| + C♭

∫ t

s

dr ∥Dv±(r)∥k,γ∥Dφ±t,r∥k,γ

≤ C♭
V

L
|t − s| exp

(
C♭

V

L
|t − s|

)
,

which ends the proof of the second estimate of Lemma 2.

We continue by stating a lemma which gives a stability or a comparison result between two solutions of
the backward stochastic differential Eq. (98).

Lemma 3. Let k ≥ 2 and v±, ṽ± ∈ Υ . Let ξ±t,s and ξ̃±t,s be the unique solutions of the backward
stochastic differential Eq. (98) associated with the velocities v± and ṽ± respectively. Then, there exists a
constant C♭ = C♭(k, γ, V T/L), non decreasing in the third argument V T/L, such that

∥ξ±t,s − ξ̃±t,s∥k,γ ≤ C♭ exp
(

C♭
V

L
|t − s|

) ∫ t

s

dr ∥v±(r) − ṽ±(r)∥k,γ ,

for all (s, t) such that 0 ≤ s ≤ t ≤ T .

Proof. Obviously the two solutions ξ±t,s and ξ̃±t,s of the backward stochastic differential Eq. (98) satisfy

ξ±t,s − ξ̃±t,s = −
∫ t

s

dr
(
v±(r, ξ±t,r(x)) − ṽ±(r, ξ̃±t,r(x))

)
. (112)

Using the following standard inequality (see, e.g., [94]),

∥f ◦ g − f̃ ◦ g̃∥k,γ ≤ C(k, γ)(1 + ∥Dg∥k−1,γ + ∥Dg̃∥k−1,γ)k+1[
∥f − f̃∥k,γ + min

{
∥Df∥k,γ , ∥Df̃∥k,γ

}
∥g − g̃∥k,γ

]
, (113)

estimate (111) and a Gronwall lemma, we obtain from (112),

∥ξ±t,s − ξ̃±t,s∥k,γ ≤ C(k, γ)
∫ t

s

dr (1 + ∥Dξ±t,r∥k−1,γ + ∥Dξ̃±t,r∥k−1,γ)k+1[
∥v±(r) − ṽ±(r)∥k,γ + min

{
∥Dv±(r)∥k,γ , ∥Dṽ±(r)∥k,γ

}
∥ξ±t,r − ξ̃±t,r∥k,γ

]
≤ C(k, γ)

∫ t

dr

(
1 + exp

(
C♭

V |t − r|
))k+γ
s L
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[
∥v±(r) − ṽ±(r)∥k,γ + V

L
∥ξ±t,r − ξ̃±t,r∥k,γ

]
≤ C♭(k, γ, V T/L)

∫ t

s

dr
[
∥v±(r) − ṽ±(r)∥k,γ + V

L
∥ξ±t,r − ξ̃±t,r∥k,γ

]
≤ C♭ exp

(
C♭

V

L
|t − s|

) ∫ t

s

dr ∥v±(r) − ṽ±(r)∥k,γ ,

which ends the proof of Lemma 3.

In order to prove the existence of a fixed point for the map M = Υ2 → Υ2, with the space Υ defined by
(95), we have to show that the application M maps Υ2 into itself and that the application M is a contraction
for the norm ∥ · ∥Υ2 defined by (102). We first show that M maps Υ2 into itself. Let CF be the continuity
constant of the integro-differential linear operator F := (F+, F−) defined by (101) and which is continuous
from C k,γ(T3

L;R3) × C k,γ(T3
L;R3) into C k+1,γ(T3

L;R3) × C k+1,γ(T3
L;R3). This results from the regularity

estimates of the linear elliptic operator F (see, e.g., [76]). We note that the constant CF = CF (k, γ, de, di)
depends on k, γ, de and di. Using elliptic regularity estimates, the algebra property of the space C k,γ and
inequality (109), we obtain

∥M(u(t))∥k+1,γ = ∥M(v+(t), v−(t))∥k+1,γ

:= ∥F+(B+(t), B−(t))∥k+1,γ + ∥F−(B+(t), B−(t))∥k+1,γ

≤ CF L
(
∥B+(t)∥k,γ + ∥B−(t)∥k,γ

)
≤ CF L

∑
i=1,2,3

(E[
∇(Ai

+0 ◦ ξ+t,0) × ∇ξi
+t,0

]
k,γ

+
E[

∇(Ai
−0 ◦ ξ−t,0) × ∇ξi

−t,0
]

k,γ

)
≤ CF C2

aL sup
Ω

{
∥DA+0 ◦ ξ+t,0∥k,γ∥Dξ+t,0∥2

k,γ + ∥DA−0 ◦ ξ−t,0∥k,γ∥Dξ−t,0∥2
k,γ

}
≤ CF C2

aL sup
Ω

{
∥A+0∥k+1,γ(1 + ∥Dξ+t,0∥k−1,γ)k+γ∥Dξ+t,0∥2

k,γ

+ ∥A−0∥k+1,γ(1 + ∥Dξ−t,0∥k−1,γ)k+γ∥Dξ−t,0∥2
k,γ

}
≤ CF C2

aL sup
Ω

{
∥A+0∥k+1,γ(2 + ∥Dφ+t,0∥k,γ)k+γ+2

+ ∥A−0∥k+1,γ(2 + ∥Dφ−t,0∥k,γ)k+γ+2
}

, (114)

where Ω is the probability space on which the stochastic processes are defined. Using Lemma 2, we choose T

small enough so that ∥Dφ±t,0∥k,γ ≤ Λ, for all t ∈ [0, T ], i.e., φ±t,0 ∈ Φ, where the space Φ has been defined
by (96). Therefore, we obtain from (114),

∥M(u(t))∥k+1,γ ≤ CF C2
a(2 + Λ)k+γ+2(

∥A+0∥k+1,γ + ∥A−0∥k+1,γ

)
.

Setting

κ = κ(k, γ, de, di) := CF C2
a(2 + Λ)k+γ+2, and V := κ

(
∥A+0∥k+1,γ + ∥A−0∥k+1,γ

)
,

we obtain supt∈[0,T ] ∥M(u(t))∥k+1,γ ≤ V and then M maps Υ2 into itself. We now show that the map M
is a contraction for the norm ∥ · ∥Υ2 defined by (102). Using the algebra property of the space C k,γ and the
continuity of the operator F from C k,γ(T3

L;R3) × C k,γ(T3
L;R3) into C k+1,γ(T3

L;R3) × C k+1,γ(T3
L;R3), we

obtain

˜ ˜ ˜
∥M(u(t)) − M(u(t))∥k,γ := ∥F+(B+(t) − B+(t), B−(t) − B−(t))∥k,γ +
29
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∥F−(B+(t) − B̃+(t), B−(t) − B̃−(t))∥k,γ

≤ CF L
(
∥B+(t) − B̃+(t)∥k−1,γ + ∥B−(t) − B̃−(t)∥k−1,γ

)
≤ CF L

∑
i=1,2,3

(E[
∇(Ai

+0 ◦ ξ+t,0) × ∇ξi
+t,0 − ∇(Ãi

+0 ◦ ξ̃+t,0) × ∇ξ̃i
+t,0

]
k−1,γ

+
E[

∇(Ai
−0 ◦ ξ−t,0) × ∇ξi

−t,0 − ∇(Ãi
−0 ◦ ξ̃−t,0) × ∇ξ̃i

−t,0
]

k−1,γ

)
≤ CF C2

aL sup
Ω

{
∥DA+0 ◦ ξ+t,0 − DÃ+0 ◦ ξ̃+t,0∥k−1,γ∥Dξ+t,0∥2

k−1,γ +

∥DÃ+0 ◦ ξ̃+t,0∥k−1,γ∥Dξ+t,0 − Dξ̃+t,0∥k−1,γ(∥Dξ+t,0∥k−1,γ + ∥Dξ̃+t,0∥k−1,γ) +
∥DA−0 ◦ ξ−t,0 − DÃ−0 ◦ ξ̃−t,0∥k−1,γ∥Dξ−t,0∥2

k−1,γ +

∥DÃ−0 ◦ ξ̃−t,0∥k−1,γ∥Dξ−t,0 − Dξ̃−t,0∥k−1,γ(∥Dξ−t,0∥k−1,γ + ∥Dξ̃−t,0∥k−1,γ)
}

.

Using inequalities (109) and (113), the previous estimate becomes

∥M(u(t)) − M(ũ(t))∥k,γ

≤ CF C2
aL sup

Ω

{
(1 + ∥Dξ+t,0∥k−2,γ + ∥Dξ̃+t,0∥k−2,γ)k∥Dξ+t,0∥2

k−1,γ[
∥DA+0 − DÃ+0∥k−1,γ + min

(
∥D2A+0∥k−1,γ , ∥D2Ã+0∥k−1,γ

)
∥ξ+t,0 − ξ̃+t,0∥k−1,γ

]
+

∥DÃ+0∥k−1,γ(1 + ∥Dξ̃+t,0∥k−2,γ)k−1+γ∥Dξ+t,0 − Dξ̃+t,0∥k−1,γ(∥Dξ+t,0∥k−1,γ + ∥Dξ̃+t,0∥k−1,γ)
+ (1 + ∥Dξ−t,0∥k−2,γ + ∥Dξ̃−t,0∥k−2,γ)k∥Dξ−t,0∥2

k−1,γ[
∥DA−0 − DÃ−0∥k−1,γ + min

(
∥D2A−0∥k−1,γ , ∥D2Ã−0∥k−1,γ

)
∥ξ−t,0 − ξ̃−t,0∥k−1,γ

]
+

∥DÃ−0∥k−1,γ(1 + ∥Dξ̃−t,0∥k−2,γ)k−1+γ∥Dξ−t,0 − Dξ̃−t,0∥k−1,γ(∥Dξ−t,0∥k−1,γ + ∥Dξ̃−t,0∥k−1,γ)
}

.

(115)
Using Lemma 2, we choose T small enough so that ∥Dφ±t,0∥k−1,γ ≤ Λ and ∥Dφ̃±t,0∥k−1,γ ≤ Λ, for all
t ∈ [0, T ], hence ∥Dξ±t,0∥k−1,γ ≤ 1 + Λ and ∥Dξ̃±t,0∥k−1,γ ≤ 1 + Λ. Therefore, we obtain from (115),

∥M(u(t)) − M(ũ(t))∥k,γ

≤ CF C2
aL sup

Ω

{
(3 + 2Λ)k+2

[
L−1∥A+0 − Ã+0∥k,γ

+ L−2 min
(
∥A+0∥k+1,γ , ∥Ã+0∥k+1,γ

)
∥ξ+t,0 − ξ̃+t,0∥k−1,γ

]
+ L−2∥Ã+0∥k,γ(2 + 2Λ)k+γ∥ξ+t,0 − ξ̃+t,0∥k,γ

+ (3 + 2Λ)k+γ+2
[
L−1∥A−0 − Ã−0∥k,γ

+ L−2 min
(
∥A−0∥k+1,γ , ∥Ã−0∥k+1,γ

)
∥ξ−t,0 − ξ̃−t,0∥k−1,γ

]
+ L−2∥Ã−0∥k,γ(2 + 2Λ)k+γ∥ξ−t,0 − ξ̃−t,0∥k,γ

}
≤ C(k, γ, de, di,Λ) sup

Ω

{
∥A+0 − Ã+0∥k,γ + ∥A−0 − Ã−0∥k,γ

+ L−1 max
(
∥A+0∥k+1,γ , ∥A−0∥k+1,γ , ∥Ã+0∥k+1,γ , ∥Ã−0∥k+1,γ

)(
∥ξ+t,0 − ξ̃+t,0∥k−1,γ + ∥ξ−t,0 − ξ̃−t,0∥k−1,γ

)
+ L−1(

∥Ã+0∥k,γ + ∥Ã−0∥k,γ

)[
∥ξ+t,0 − ξ̃+t,0∥k,γ + ∥ξ−t,0 − ξ̃−t,0∥k,γ

]}
.

Using Lemma 3 and the previous estimate, we obtain

∥M(u(t)) − M(ũ(t))∥k,γ ≤ C(k, γ, de, di,Λ)
{

∥A+0 − Ã+0∥k,γ + ∥A−0 − Ã−0∥k,γ

}
+ C♭

V exp
(

C♭
V

t

) ∫ t

dr
(
∥v+(r) − ṽ+(r)∥k,γ + ∥v−(r) − ṽ−(r)∥k,γ

)
. (116)
L L 0
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ithout loss of generality, we can assume the same initial conditions, i.e., A±0 = Ã±0. Then, using definition
102) for the norm ∥ · ∥Υ2 , and taking the supremum in time in estimate (116) for t ∈ [0, T ], we obtain

∥M(u) − M(ũ)∥Υ2 ≤ C♭
V T

L
exp

(
C♭

V T

L

)
∥u − ũ∥Υ2 . (117)

The map M is contracting in (Υ2, ∥·∥Υ2) if C♭V T/L exp(C♭V T/L) < 1, where C♭ = C♭(k, γ, de, di, V T/L)
is a non decreasing function in its fourth argument V T/L. Using the local inversion theorem or the
implicit function theorem, there exists a constant δ = δ(k, γ, de, di) such that if V T/L < δ < 1 then
C♭V T/L exp(C♭V T/L) < 1, and the map M is a contraction in (Υ2, ∥ · ∥Υ2). Therefore, we obtain

T <
δL

κ
(∥A+0∥k+1,γ + ∥A−0∥k+1,γ)−1.

s for the proof of the Banach fixed-point theorem from the Picard method of successive approximations,
he existence of a fixed point for the map M can be constructed by successive iterations. For this, we define
n+1 = M(un). From the contraction property of the map M, the sequence {un}n≥0 converges strongly in
Υ2, ∥ · ∥Υ2). Since Υ2 is a closed and convex set, and since the sequence {un}n≥0 is uniformly bounded
n C k+1,γ(T3

L;R3) × C k+1,γ(T3
L;R3), this sequence has a weak limit ū ∈ Υ2. Since from the contraction

roperty, the map M is continuous in C k,γ(T3
L;R3) × C k,γ(T3

L;R3), this limit ū must be the fixed point of
he map M, i.e., the solution of the system (92)–(94). This ends the proof of Theorem 3. □

.2. The non-resistive limit of the SL-IXMHD equations

Here, we show that the solutions of the SL-IXMHD Eqs. (92)–(94), with periodic boundary conditions,
onverge to the solutions of the ideal IXMHD as the resistivity parameters η := (η+, η−) tend to zero, at a
ate of one-half with respect to the resistivity parameters |η| = (η2

+ + η2
−)1/2 and the time variable. More

recisely we state the following theorem.

heorem 4. Let k ≥ 2 and A±0 ∈ C k+1,γ(T3
L,R3) be divergence free. Let V and T be as in Theorem 3,

.e., such that V T/L < δ(k, γ, de, di) and V = κ(k, γ, de, di)(∥A+0∥k+1,γ + ∥A−0∥k+1,γ). For each η =
η+, η−), let (vη

±, Bη
±) be the solution of the SL-IXMHD system (92)–(94) on the time interval [0, T ]. Making

smaller if necessary, let (v±, B±) be the solutions of the ideal incompressible extended MHD system (namely
qs. (51)–(53) with η+ = η− = 0) with initial data A±0 and defined on the interval [0, T ]. Then, there exist

wo constants C♯ = C♯(k, γ, de, di) and C∗ = C∗(k, γ, de, di) such that for all t ∈ [0, T ] we have

∥Bη
±(t) − B±(t)∥k,γ ≤ C♯

V

L2

√
|η|t, and ∥vη

±(t) − v±(t)∥k,γ ≤ C∗
V

L

√
|η|t.

roof. The (backward in time) Lagrangian formulation of the ideal incompressible extended MHD system
eads

d
ds

ξ±t,s(x) = v±(s, ξ±t,s(x)), ξ±t,t(x) = x,

B±(t, x) =
∑

i=1,2,3
∇(Ai

±(s) ◦ ξ±,t,s(x)) × ∇ξi
±t,s(x),

v± = F±(B+, B−), ∇ × A± = B±, ∇ · A± = 0,

or all x ∈ T3
L and for all (s, t) such that 0 ≤ s ≤ t ≤ T , and where the integro-differential operators F± are

iven by (101). Let (ξη
±t,s, vη

±, Bη
±) be the unique solution of the SL-IXMHD system (92)–(94) or (56)–(59).

Then, for all x ∈ T3
L and for all (s, t) such that 0 ≤ s ≤ t ≤ T , we have

ξη
±t,s(x) − ξ±t,s(x) = −

∫ t

dr
(
vη

±(r) ◦ ξη
±t,r(x) − v±(r) ◦ ξ±t,r(x)

)
+

√
2η±(W (s) − W (t)).
s
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sing this equation and following the proof of Lemma 3, we can show that there exists a constant
♯

(
k, γ, V T/L < δ(k, γ, de, di)

)
= C♯(k, γ, de, di) such that for k ≥ 2, we have

∥ξη
±t,s − ξ±t,s∥k+1,γ

≤ C♯

∫ t

s

dr
(

∥vη
±(r) − v±(r)∥k+1,γ + V

L
∥ξη

±t,r − ξ±t,r∥k+1,γ

)
+

√
2η±|W (s) − W (t)|.

sing this estimate and a Gronwall lemma, we obtain

∥ξη
±t,s − ξ±t,s∥k+1,γ ≤ C♯

(∫ t

s

dr ∥vη
±(r) − v±(r)∥k+1,γ +

√
2η±|W (s) − W (t)|

)
exp

(
C♯

V

L
|t − s|

)
.

Taking the expectation of the previous estimate, we obtain for all (s, t) such that 0 ≤ s ≤ t ≤ T ,

E∥ξη
±t,s − ξ±t,s∥k+1,γ ≤ C♯

(√
η±|t − s| +

∫ t

s

dr ∥vη
±(r) − v±(r)∥k+1,γ

)
exp

(
C♯

V

L
|t − s|

)
. (118)

Using our Lagrangian formulation, we obtain

∥Bη
±(t) − B±(t)∥k,γ ≤

E ∑
i=1,2,3

[
∇(Ai

±0 ◦ ξη
±t,0) × ∇ξηi

±t,0 − ∇(Ai
±0 ◦ ξ±t,0) × ∇ξi

±t,0
]

k,γ

≤ E
 ∑

i=1,2,3

[
∇(Ai

±0 ◦ ξη
±t,0) × ∇ξηi

±t,0 − ∇(Ai
±0 ◦ ξ±t,0) × ∇ξi

±t,0
]

k,γ
.

sing this estimate and following the proof of the contraction property of the map M, done in the proof of
heorem 3, we can show that there exists a constant C⋆ = C⋆(k, γ, de, di) such that

∥Bη
±(t) − B±(t)∥k,γ ≤ C⋆

V

L2E∥ξη
±t,0 − ξ±t,0∥k+1,γ .

ombining this estimate with estimate (118) in which we take s = 0, we obtain

∥Bη
±(t) − B±(t)∥k,γ ≤ C♯

V

L2

(√
η±t +

∫ t

0
dr ∥vη

±(r) − v±(r)∥k+1,γ

)
exp

(
C♯

V

L
t

)
. (119)

sing the continuity of the linear operator F = (F+, F−) from C k,γ(T3
L;R3) × C k,γ(T3

L;R3) into
k+1,γ(T3

L;R3) × C k+1,γ(T3
L;R3) with the continuity constant CF , we obtain

∥vη
±(r) − v±(r)∥k+1,γ = ∥F±(Bη

+(r), Bη
−(r)) − F±(B+(r), B−(r))∥k+1,γ

= ∥F±(Bη
+(r) − B+(r), Bη

−(r) − B−(r))∥k+1,γ

≤ CF L
(
∥Bη

+(r) − B+(r)∥k,γ + ∥Bη
−(r) − B−(r)∥k,γ

)
. (120)

e set X(t) := ∥Bη
+(t) − B+(t)∥k,γ + ∥Bη

−(t) − B−(t)∥k,γ . Using estimates (119)–(120) and a Gronwall
emma, we obtain

X(t) ≤ C♯
V

L2

(√
(η+ + η−)t + L

∫ t

0
dr X(r)

)
exp

(
C♯

V

L
t

)
≤ C♯

V

L2

√
(η+ + η−)t exp

(
C♯

V T

L

)
exp

(
C♯

V T

L
exp

(
C♯

V T

L

))
≤ C♯

V

L2

√
(η+ + η−)t exp(C♯δ) exp

(
C♯δ exp(C♯δ)

)
≤ C♯

V

L2

√
(η+ + η−)t ≤ C♯

V

L2

√
|η|t,

hich ends the proof of the first estimate of Theorem 4. Combining this last estimate with estimate (120),
e obtain the second estimate of Theorem 4, whose the proof is complete.
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.3. Global existence of classical solutions to the SL-IXMHD equations

Here, we give a proof of the global-in-time existence of the SL-IXMHD Eqs. (92)–(94) for large resistivity
r small initial data. The precise statement of this result is the following.

heorem 5. Let k ≥ 2 and A±0 ∈ C k+1,γ(T3
L;R3) be divergence free. Let R±

m := L(∥A+0∥k+1,γ +
∥A−0∥k+1,γ)/η± be the magnetic Reynolds numbers of the flow. Then, there exist a time

T = T
(
k, γ, de, di, L/{∥A+0∥k+1,γ + ∥A−0∥k+1,γ}

)
nd a constant R∗

m = R∗
m(k, γ, de, di) such that for all 0 < R±

m < R∗
m, the solution (ξ±, v±, B±) of

he SL-IXMHD Eqs. (92)–(94) with magnetic Reynolds numbers R±
m and initial data A±0 is in C ([0, T ] ×

0, T ]; C k+1,γ(T3
L;T3

L)) × C ([0, T ]; C k+1,γ(T3
L;R3)) × C ([0, T ]; C k,γ(T3

L;R3)) and satisfies

∥B±(T )∥k,γ ≤ ∥B±0∥k,γ ,

ith B±0 = ∇ × A±0.

emark 13. Theorem 5 says that for magnetic Reynolds numbers R±
m small enough we have the global-in-

ime existence of classical solutions for the SL-IXMHD Eqs. (92)–(94). This statement contains two cases.
f the resistivity parameters η± are fixed, then R±

m small means ∥A±0∥k+1,γ small; this is the case of small
nitial data. If the norm of the initial data ∥A±0∥k+1,γ are fixed, then R±

m small means η± large; this is the
ase of large resistivity parameters.

Proof of Theorem 5. The proof is divided in three steps. The first step consists in obtaining some basic
priori estimates for the magnetic fields B± by using our new Lagrangian formulation. The second step is

evoted to obtain some Bismut-type estimates in the same spirit as in [168]. Finally, the third step combines
he two previous steps with an inductive argument to show the estimate ∥B±(T )∥k,γ ≤ ∥B±0∥k,γ .

tep 1. We denote by εlmn the standard Levi–Civita symbol, which gives the sign of the permutation of
l, m, n). The symbol δij is the standard Kronecker symbol. Here, we use the Einstein summation convention,
hich stipulates that an index appearing twice in a single term implies summation of that term over all the
alues of the index. Using our Lagrangian formulation, we have for k ≥ 2 and ℓ ∈ {1, 2, 3},

∥Bℓ
±(t)∥k,γ = ∥E[εℓmn∂jAi

±0 ◦ ξ±t,0 ∂mξj
±t,0∂nξi

±t,0]∥k,γ . (121)

sing Bℓ
±0 = εℓmn∂mAn

±0, we observe the following decomposition,

εℓmn∂jAi
±0 ◦ ξ±t,0 ∂mξj

±t,0∂nξi
±t,0 = Bℓ

±0 ◦ ξ±t,0

+ εℓmn∂jAi
±0 ◦ ξ±t,0(∂nξi

±t,0 − δni)δmj

+ εℓmn∂jAi
±0 ◦ ξ±t,0(∂mξj

±t,0 − δmj)δni

+ εℓmn∂jAi
±0 ◦ ξ±t,0(∂nξi

±t,0 − δni)(∂mξj
±t,0 − δmj).

From this decomposition and using the algebra property of the space C k,γ , we obtain for ℓ ∈ {1, 2, 3},

∥Bℓ
±(t)∥k,γ ≤ ∥E[Bℓ

±0 ◦ ξ±t,0]∥k,γ

+ 2CaE
[
∥DA±0 ◦ ξ±t,0∥k,γ∥Dφ±t,0∥k,γ

]
+ C E

[ 2 ]

a ∥DA±0 ◦ ξ±t,0∥k,γ∥Dφ±t,0∥k,γ . (122)
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rom Theorem 3 and Lemma 2, there exists a constant C♭

(
k, γ, de, di, V T/L < δ(k, γ, de, di)

)
=

♭(k, γ, de, di) such that

∥Dφ±t,0∥k,γ ≤ C♭
V t

L
, (123)

∥DA±0 ◦ ξ±t,0∥k,γ ≤ ∥DA±0∥k,γ(1 + ∥ξ±t,0∥k−1,γ)k+γ ≤ C♭

L
∥A±0∥k+1,γ . (124)

sing these estimates in (122), we obtain for k ≥ 2 and ℓ ∈ {1, 2, 3},

∥Bℓ
±(t)∥k,γ ≤ ∥E[Bℓ

±0 ◦ ξ±t,0]∥k,γ + C♭
V t

L2

(
1 + V t

L

)
∥A±0∥k+1,γ

≤ ∥E[Bℓ
±0 ◦ ξ±t,0]∥k,γ + C♭

V t

L2 (1 + δ)∥A±0∥k+1,γ

≤ ∥E[Bℓ
±0 ◦ ξ±t,0]∥k,γ + C♭

V t

L2 ∥A±0∥k+1,γ . (125)

tep 2. In order to deal with the terms E[Bℓ
±0 ◦ ξ±t,0] in (125), we use the following Bismut formula [27].

et f ∈ C 1(T3
L;R) and let ξ±t,s(x) be the solution of the backward stochastic differential Eq. (98). Then,

he Bismut formula reads

DEf(ξ±t,0)(x) = 1
t
√

2η±
E

[
f(ξ±t,0(x))

∫ 0

t

(rDT v±(r) ◦ ξ±t,r(x) − I)dW (r)
]
. (126)

We now show that there exists a constant C♭ = C♭(k, γ, de, di) such that

|Ef ◦ ξ±t,0|1 ≤ C♭
L√
η±t

∥f∥0, (127)

|Ef ◦ ξ±t,0|1,γ ≤ C♭

(
V

√
t

η±
+ L√

η±t

)
∥f∥0,γ . (128)

We start by the proof of (127). Using the Bismut formula (126), the Cauchy–Schwarz inequality, the Itô’s
isometry and Theorem 3, we obtain

|DEf(ξ±t,0(x))| ≤ 1
t
√

2η±
E

[
|f(ξ±t,0(x))|

⏐⏐⏐ ∫ t

0
(rDT v±(r) ◦ ξ±t,r(x) − I)dW (r)

⏐⏐⏐]
≤ 1

t
√

2η±

(
E

[
|f(ξ±t,0(x))|2

])1/2
(
E

[⏐⏐⏐ ∫ t

0
(rDT v±(r) ◦ ξ±t,r(x) − I)dW (r)

⏐⏐⏐2
])1/2

≤ 1
t
√

2η±
sup
Ω

∥f ◦ ξ±t,0∥L∞(T3
L

)

(∫ t

0
drE

[
|rDT v±(r) ◦ ξ±t,r(x) − I|2

])1/2

≤ 1
t
√

η±
sup
Ω

∥f ◦ ξ±t,0∥L∞(T3
L

)

(
t + t3∥Dv±∥2

L∞([0,T ]×T3
L

)

)1/2

≤ 1√
η±t

∥f∥L∞(T3
L

)

(
1 + t∥Dv±∥L∞([0,T ]×T3

L
)

)
≤ 1√

η±t
∥f∥L∞(T3

L
)

(
1 + V t

L

)
≤ C♭√

η±t
∥f∥0.

rom this estimate and the definition of the non-dimensional norm | · |1, we deduce directly estimate (127).
e continue with the proof of (128). Using the Bismut formula (126), we obtain

L1+γ |DEf(ξ±t,0(x)) − DEf(ξ±t,0(y))| |x − y|−γ = L1+γ

√ |x − y|−γ
t 2η±
34
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E
[{

f(ξ±t,0(x)) − f(ξ±t,0(y))
} ∫ 0

t

(rDT v±(r) ◦ ξ±t,r(x) − I)dW (r)

+f(ξ±t,0(y))
∫ 0

t

r
(
DT v±(r) ◦ ξ±t,r(x) − DT v±(r) ◦ ξ±t,r(y)

)
dW (r)

]
. (129)

sing the Cauchy–Schwarz inequality, the Itô’s isometry and Theorem 3, we obtain from (129),

L1+γ |DEf(ξ±t,0(x)) − DEf(ξ±t,0(y))| |x − y|−γ

≤ L1+γ

t
√

2η±
|x − y|−γ

{ (
E

[
|f(ξ±t,0(x)) − f(ξ±t,0(y))|2

])1/2

(
E

[⏐⏐⏐ ∫ t

0
(rDT v±(r) ◦ ξ±t,r(x) − I)dW (r)

⏐⏐⏐2
])1/2

+
(
E

[
|f(ξ±t,0(y))|2

])1/2

(
E

[⏐⏐⏐ ∫ t

0
r
(
DT v±(r) ◦ ξ±t,r(x) − DT v±(r) ◦ ξ±t,r(y)

)
dW (r)

⏐⏐⏐2
])1/2

}

≤ 1
t
√

η±
sup
Ω

{
L|f ◦ ξ±t,0|γ

(
t + t3∥Dv±∥2

L∞([0,T ]×T3
L

)

)1/2

+ ∥f ◦ ξ±t,0∥0

(
t3L2⏐⏐Dv± ◦ ξ±

⏐⏐2
L∞([0,T ]×[0,T ];C γ(T3

L
))

)1/2
}

≤ 1
t
√

η±
sup
Ω

{
|f |γL∥Dξ±t,0∥γ

0 t1/2
(

1 + C♭
V t

L

)
+ ∥f∥0t3/2L

⏐⏐Dv±
⏐⏐
L∞([0,T ];C γ(T3

L
))∥Dξ±t,0∥γ

L∞([0,T ]×[0,T ]×T3
L

)

}
≤ 1

t
√

η±
sup
Ω

{
C♭|f |γLt1/2 + C♭|f |γV t3/2 + C♭∥f∥0V t3/2

}
≤ C♭

(
V

√
t

η±
+ L√

η±t

)
∥f∥0,γ ,

hich ends the proof of (128).

tep 3. Here, for k ≥ 2 and ℓ ∈ {1, 2, 3}, we estimate the term ∥E[Bℓ
±0 ◦ ξ±t,0]∥k,γ , appearing in (125). We

tart with k = 0. Using (123)–(124) and (127), we obtain

∥E[Bℓ
±0 ◦ ξ±t,0]∥0 = ∥E[(∇ × (A±0 ◦ ξ±t,0))ℓ + (∇ × A±0 ◦ ξ±t,0)ℓ − (∇ × (A±0 ◦ ξ±t,0))ℓ]∥0

≤ ∥∇ × E[A±0 ◦ ξ±t,0]∥0 + sup
ℓ

E
[
∥εℓmn∂iA

n
±0 ◦ ξ±t,0(δmi − ∂mξi

±t,0)∥0
]

≤ ∥DE[A±0 ◦ ξ±t,0]∥0 + E
[
∥DA±0 ◦ ξ±t,0(I − Dξ±t,0)∥0

]
≤ ∥DE[A±0 ◦ ξ±t,0]∥0 + E

[
∥DA±0 ◦ ξ±t,0Dφ±t,0∥0

]
≤ ∥DE[A±0 ◦ ξ±t,0]∥0 + E

[
∥DA±0 ◦ ξ±t,0∥0∥Dφ±t,0∥0

]
≤ C♭√

η±t
∥A±0∥0 + C♭

V t

L2 |A±0|1

≤ C♭

(
1√
η±t

+ V t

L2

)
∥A±0∥1, (130)

hich completes the treatment of the case k = 0. For k = 1, we have to bound only the semi-norm
E[Bℓ

±0 ◦ ξ±t,0]|1. Using (127) we obtain

|E[Bℓ
±0 ◦ ξ±t,0]|1 ≤ C♭L√ ∥B±0∥0 ≤ C♭√ ∥A±0∥1. (131)
η±t η±t
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or k = 2, we have to estimate |E[Bℓ
±0 ◦ ξ±t,0]|2 and |E[Bℓ

±0 ◦ ξ±t,0]|2,γ
. We start with |E[Bℓ

±0 ◦ ξ±t,0]|2.
Observe the following decomposition,

D2E[Bℓ
±0 ◦ ξ±t,0] = DE[DBℓ

±0 ◦ ξ±t,0] + DE[DBℓ
±0 ◦ ξ±t,0(Dξ±t,0 − I)]. (132)

Using (127) for the first term of the right-hand side of (132) and using Lemma 2 for the second term of the
right-hand side of (132), we obtain

|E[Bℓ
±0 ◦ ξ±t,0]|2 ≤ C♭L

2
√

η±t
∥DBℓ

±0∥0 + C♭V t

L
L2∥D2Bℓ

±0∥0

≤ C♭√
η±t

∥A±0∥2 + C♭V t

L2 ∥A±0∥3. (133)

e continue with |E[Bℓ
±0 ◦ ξ±t,0]|2,γ

. Using (128) for the first term of the right-hand side of (132) and using
emma 2 for the second term of the right-hand side of (132), we obtain

|E[Bℓ
±0 ◦ ξ±t,0]|2,γ

≤ C♭L

(
V

√
t

η±
+ L√

η±t

)
∥DBℓ

±0∥0,γ + C♭V t

L
L2∥D2Bℓ

±0∥0,γ

≤ C♭

(
V

√
t

η±
+ L√

η±t

)
∥A±0∥2,γ

L
+ C♭V t

L2 ∥A±0∥3,γ . (134)

athering (130), (131), (133) and (134), we obtain

∥E[Bℓ
±0 ◦ ξ±t,0]∥2,γ ≤ C♭

(
V

√
t

η±
+ L√

η±t

)
∥A±0∥2,γ

L
+ C♭

V t

L

∥A±0∥3,γ

L
.

y induction on k, with k ≥ 2, we obtain

∥E[Bℓ
±0 ◦ ξ±t,0]∥k,γ ≤ C♭

(
V

√
t

η±
+ L√

η±t

)
∥A±0∥k,γ

L
+ C♭

V t

L

∥A±0∥k+1,γ

L
,

for ℓ ∈ {1, 2, 3}. Using this last estimate and (125), we obtain

∥Bℓ
±∥k,γ ≤ ∥E[Bℓ

±0 ◦ ξ±t,0]∥k,γ + C♭
V t

L

∥A±0∥k+1,γ

L

≤ C♭

(
V

√
t

η±
+ L√

η±t

)
∥A±0∥k,γ

L
+ C♭

V t

L

∥A±0∥k+1,γ

L
,

≤ C♭

(
V

√
t

η±
+ L√

η±t
+ V t

L

)
∥B±0∥k,γ . (135)

etting
R±

m := L

η±
(∥A+0∥k+1,γ + ∥A−0∥k+1,γ) = LV

κη±
,

e obtain from (135),

∥Bℓ
±∥k,γ ≤ C♭

(√
R±

m

(
V t

L

)1/2
+

√
R±

m

(
V t

L

)−1/2
+ V t

L

)
∥B±0∥k,γ . (136)

rom Theorem 3, we have for all t ∈ [0, T ], V t/L < 1. Hence (V t/L)1/2 < (V t/L)−1/2, and (136) becomes

∥Bℓ
±∥k,γ ≤ C♭

(√
R±

m

(
V t

L

)−1/2
+ V t

L

)
∥B±0∥k,γ . (137)

aximizing the right-hand side of (137) with respect to t, we obtain

T±0 = L 3
√

R±
m,
V
36
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here T±0 is the value of t for which the maximum of the right-hand side of (137) is reached. Let us define
m := max{R+

m, R−
m}. Then T±0 ≤ T0 := LR1/3

m /V . We can choose T0 small enough so that T0 < T , where
is the local existence time of Theorem 3. Indeed, it is sufficient that R±

m ≤ Rm < (V T/L)3 ≤ δ3. For the
ime T0 we obtain

∥Bℓ
±(T0)∥k,γ ≤ C♭R1/3

m ∥B±0∥k,γ ≤ ∥B±0∥k,γ ,

or Rm small enough, i.e., R1/3
m ≤ C−1

♭ . Taking R∗
m := min{δ3, C−3

♭ } = R∗
m(k, γ, de, di), there exists a time

0 ≤ T such that for all R±
m ≤ Rm < R∗

m, we obtain

∥Bℓ
±(T0)∥k,γ ≤ ∥B±0∥k,γ .

he above proof, which holds on the time interval [0, T0], can be repeated on the time interval [T0, T1] with
1 > T0 by taking B±(T0) or A±(T0) as new initial conditions, and so on we obtain a global-in-time classical
olution. □

ata availability

Data sharing is not applicable to this article as no new data were created or analyzed in this study.

cknowledgments

After completing this manuscript, the author learned from Gregory L. Eyink the publication of some
eferences closely related to this work. We are grateful to Gregory L. Eyink and also to anonymous referees
or these useful references. The author wishes to thank the referees for their useful suggestions and comments
hat have improved this paper.

eferences

[1] H.M. Abdelhamid, Y. Kawazura, Z. Yoshida, Hamiltonian formalism of extended magnetohydrodynamics, J. Phys. A
48 (2015) 235502.

[2] H.M. Abdelhamid, M. Lingam, S.M. Mahajan, Extended MHD turbulence and its applications to the solar wind,
Astrophys. J. 829 (87) (2016) 12.

[3] R. Abraham, J.E. Marsden, R. Ratiu, Manifolds, Tensor Analysis, and Applications, Applied Mathematical Sciences,
vol. 75, Springer, 1988.

[4] D. Alonso-Orán, A.B. de León, D.D. Holm, S. Takao, Modelling the climate and weather of a 2D Lagrangian-averaged
Euler–Boussinesq equation with transport noise, J. Stat. Phys. 179 (2020) 1267–1303.

[5] D. Alonso-Orán, A.B. de León, S. Takao, The Burgers’ equation with stochastic transport: shock formation, local and
global existence of smooth solutions, NoDEA Nonlinear Differential Equations Appl. 26 (2019) 57.

[6] L. Ambrosio, Transport equation and Cauchy problem for BV vector fields, Invent. Math. 158 (2004) 227–260.
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[28] A. Bradenburg, K. Subramanian, Astrophysical magnetic fields and nonlinear dynamo theory, Phys. Rep. 417 (2005)

1–209.
[29] S.V. Bulanov, F. Pegoraro, A.S. Sakharov, Magnetic reconnection in electron magnetohydrodynamics, Phys. Plasmas

4 (1992) 2499–2508.
[30] J.L. Burch, T.E. Moore, R.B. Torbert, B.L. Giles, Magnetospheric multiscale overview and science objectives, Space

Sci. Rev. 199 (2016) 5–21.
[31] P. Catuogno, C. Olivera, Lp-solutions of the stochastic transport equation, Random Oper. Stoch. Equ. 21 (2013)

125–134.
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XL–2010, 2015.
[66] F. Flandoli, M. Gubinelli, E. Priola, Well-posedness of the transport equation by stochastic perturbation, Invent. Math.

vol. 180 (2010) 1–53.
[67] F. Flandoli, M. Maurelli, M. Neklyudov, Noise prevents infinite stretching of the passive field in a stochastic vector

advection equation, J. Math. Fluid Mech. vol. 16 (2014) 805–822.
[68] J.P. Freidberg, Ideal MHD, Plenum Press, 1987, (Cambridge University Press, 2014).
[69] M.I. Freidlin, A.D. Wentzell, Random perturbations of dynamical systems, in: Grundlehren Der Mathematischen

Wissenschaften, third ed., vol. 260, 2012.
[70] U. Frisch, V. Zheligovsky, A very smooth ride in rough sea, Comm. Math. Phys. vol. 326 (2014) 499–505.
[71] Y. Fukumoto, X. Zhao, Well-posedness and large time behavior of solutions for the electron inertial Hall-MHD system,

Adv. Differential Equations vol. 24 (2019) 31–68.
[72] L. Galimberti, K.H. Karlsen, Renormalization of stochastic continuity equations on Riemannian manifolds, Stochastic

Process. Appl. vol. 142 (2021) 195–244.
[73] L. Galimberti, K.H. Karlsen, Well-posedness of stochastic continuity equations on Riemannian manifolds, 2021, arXiv

:2101.06934.
[74] S. Galtier, Wave turbulence in incompressible Hall magnetohydrodynamics, J. Plasma Phys. vol. 72 (2006) 721–769.
[75] B. Gess, S. Smith, Stochastic continuity equations with conservative noise, J. Math. Pures Appl. vol. 128 (2019)

225–263.
[76] D. Gilbarg, N.S. Trudinger, Elliptic partial differential equations of second order, in: Classics in Mathematics, Springer,

1998.
[77] F.X. Giraldo, J.S. Hesthaven, T. Warburton, Nodal high-order discontinuous Galerkin methods for the spherical shallow

water equations, J. Comput. Phys. vol. 181 (2002) 499–525.
[78] J.P.H. Goedbloed, S. Poedts, Principles of Magnetohydrodynamics, Cambridge University Press, 2004.
[79] A.V. Gordeev, A.S. Kingsep, L.I. Rudakov, Electron magnetohydrodynamics, Phys. Rep. 243 (1994) 215–315.
[80] A.V. Gordeev, L.I. Rudakov, Instability of a plasma in a strongly inhomogeneous magnetic field, Sov. Phys.—JETP

vol. 28 (1969) 1226–1231; Zh. Eksp. Teor. Fiz. 55 (1968) 2310–2321.
[81] D. Grasso, E. Tassi, H.M. Abdelhamid, P.J. Morrison, Structure and computation of two-dimensional incompressible

extended MHD, Phys. Plasmas 24 (2017) 012110.
[82] D. Guidetti, Optimal regularity for mixed parabolic problems in spaces of functions which are Hölder continuous with
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[90] L. Hörmander, The Analysis of Linear Partial Differential Operators, II, III, Springer, 1985.
[91] E.P. Hsu, Stochastic Analysis on Manifolds, Graduate Studies in Mathematics, vol. 38, American Mathematical Society,

2002.
[92] N. Ikeda, S. Watanabe, Stochastic Differential Equations and Diffusion Processes, North-Holland, 1989.
[93] M.B. Isichenko, A.M. Mamachev, Nonlinear wave solutions of electron MHD in a uniform plasma, Sov. Phys.—JETP

66 (1987) 702–708; Zh. Eksp. Teor. Fiz. 93 (1987) 1244–1255.
[94] G. Iyer, A stochastic perturbation of inviscid flows, Comm. Math. Phys. 266 (2006) 631–645.
[95] G. Iyer, A stochastic Lagrangian proof of global existence of Navier–Stokes equations for flows with small Reynolds
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