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#### Abstract

In this paper, we propose a novel stochastic Lagrangian formulation of dissipatively perturbed Lie transport, which is based on the statistical generalized Cauchy invariants equation. This formulation consists of, first, finding a convenient Lagrangian formulation of the Lie transport equation involving particle trajectories, for instance the backward generalized Cauchy invariants equation (a Lagrangian formulation for Lie-advected exact $p$-forms, which is the Hodge dual of a generalization of the Cauchy vorticity formula), and second, performing a stochastic perturbation of the velocity-driven particle trajectories by adding to them white noises. Finally, using Itô's calculus, an ensemble average of the stochastically perturbated generalized Cauchy invariants equation allows us to obtain the Lie transport equation perturbed by a deterministic potentially dissipative term given by the sum of squares of some Lie derivative operators. A remarkable property of this equation is that it satisfies a statistical Kelvin-Helmholtz theorem of conservation of circulation and flux. These results are obtained on periodic Euclidean spaces as well as on smooth closed Riemannian manifolds. In particular, we recover and thus generalize the Constantin-Iyer results on the stochastic Lagrangian formulation of the incompressible Navier-Stokes equations to a larger class of (deterministic) dissipative PDEs. A first application of this stochastic Lagrangian formulation is the derivation of new Lagrangian formulations for nonideal (dissipative) hydrodynamic and magnetohydrodynamic models on flat and curved spaces, and in particular we obtain stochastic-Lagrangian incompressible extended MHD equations. As a second application, we use this new stochastic Lagrangian formulation to study the local well-posedness, the non-resistive limit and the global existence of classical solutions for the non-ideal incompressible extended MHD on the flat torus. Global-in-time existence is proved for small magnetic Reynolds numbers, that is, either for small initial data or large resistivity.
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## 1. Introduction

Consider a smooth closed Riemannian manifold $M$ of dimension $n$, and $\beta_{t}$ a smooth time-dependent family of exact exterior differential $p$-forms on $M$, i.e., such that $\beta_{t}=d \alpha_{t}$, where $\alpha_{t}$ is a $(p-1)$-form and

[^0]$d$ is the exterior derivative. We also consider $m+1$ smooth time-dependent vector fields $\left\{V_{\ell}(t)\right\}_{\ell=0}^{m}$ on $M$, satisfying hypotheses (H2) and (H3) below. Our main result says that the $p$-form $\beta_{t}$ satisfies the following deterministic dissipative transport PDE,
\[

$$
\begin{equation*}
\left.\left.\partial_{t} \beta_{t}(x)+£_{V_{0}(t, x)} \beta_{t}(x)-\frac{1}{2} \sum_{\ell=1}^{m} £_{V_{\ell}(t, x)} £_{V_{\ell}(t, x)} \beta_{t}(x)=0, \quad x \in M, \quad t \in\right] 0, T\right], \tag{1}
\end{equation*}
$$

\]

with the given initial condition $\beta_{0}(x)=\beta_{\text {in }}(x)=d \alpha_{\text {in }}(x)$, if and only if,

$$
\begin{equation*}
\beta_{t}(x)=\mathbb{E}\left[d\left(\alpha_{i_{1} \ldots i_{p-1}}\left(s, \xi_{t, s}(x)\right)\right) \wedge d \xi_{t, s}^{i_{1}}(x) \wedge \cdots \wedge d \xi_{t, s}^{i_{p-1}}(x)\right], \tag{2}
\end{equation*}
$$

for all $x \in M$, and for all times $s$ such that $0 \leq s \leq t \leq T$. Here, the first-order differential operator $£_{V_{\ell}}$ denotes the Lie derivative with respect to the vector field $V_{\ell}$. The symbol $\mathbb{E}$ denotes the expected value with respect to the Wiener measure and the wedge symbol $\wedge$ is the exterior product between exterior differential forms (see, e.g., $[3,36]$ for an introduction to differential geometry). In Eq. (2), the Lagrangian map $x \mapsto \xi_{t, s}(x)$, of local coordinates $\left\{\xi_{t, s}^{i}(x)\right\}_{i=1}^{n}$, denotes the position on $M$ at time $s$ of a backward stochastic flow $\xi$, which is at the position $x \in M$ at time $t$. In Eq. (2), the standard Einstein summation convention is used. The backward stochastic flow $\xi_{t, s}(x)$, which is involved in Eq. (2), satisfies the following backward Stratonovich's stochastic differential equation: for any smooth test function $f$ on $M$,

$$
\begin{equation*}
f\left(\xi_{t, s}(x)\right)=f(x)-\int_{s}^{t} \mathrm{~d} r V_{0}(r) f\left(\xi_{t, r}(x)\right)-\sum_{\ell=1}^{m} \int_{s}^{t} V_{\ell}(r) f\left(\xi_{t, r}(x)\right) \circ \hat{\mathrm{d}} W^{\ell}(r), \tag{3}
\end{equation*}
$$

where $\left\{W^{\ell}(t)\right\}_{\ell=1}^{m}$ are 1-dimensional independent standard Brownian motions. Here, o $\hat{\mathrm{d}} W(t)$ denotes backward Stratonovich integration with respect to the Brownian motion $W(t)$, which is defined with respect to the standard probability space and filtration (see, e.g., [92,109], and also Notation 1 below).

We call Eq. (2), supplemented with (3), the statistical generalized Cauchy invariants equation, because it corresponds to a statistical version of the deterministic generalized Cauchy invariants equation obtained in [20]. The Cauchy invariants equation traces back to the pioneering work of Cauchy [32]. Indeed, in his famous paper [32], Cauchy used a Lagrangian formulation, called nowadays the Cauchy invariants equation, to integrate the incompressible Euler equations on the 3-dimensional Euclidean (flat) space by establishing the so-called Cauchy vorticity formula, also known as the vorticity transport formula [122]. In [20], the Cauchy invariants equation is generalized to Lie transport of exact p-forms on Riemannian manifolds with applications to some dissipationless hydrodynamic and magnetohydrodynamic models. Moreover, it is shown in [20] that the Cauchy invariants equation and the Cauchy vorticity formula are Hodge duals of each other. Such generalizations lead to novel Lagrangian formulations of some deterministic Hamiltonian flows arising in dissipationless hydrodynamics and magnetohydrodynamics. It should be emphasized that the (deterministic) generalized Cauchy invariants equation turns out to be a powerful formulation for performing mathematical analysis of some ideal fluid models (with constructive existence proofs) [16,17,19,70,172], and also for designing very accurate numerical schemes of arbitrary order in computational ideal fluid dynamics [86,140].

In this paper, we aim at extending the Lagrangian formulation given by the generalized Cauchy invariants equation for dissipationless Hamiltonian flows to dissipative flows. In doing so, we obtain the same generalized Cauchy invariants equation (as for Hamiltonian Lie transport) but at the price of a statistical average over an ensemble of random realizations, namely the statistical generalized Cauchy invariants Eq. (2), while the associated deterministic dissipative PDE is given by the transport Eq. (1). Then, the system (2)-(3) constitutes a (stochastic) Lagrangian formulation of the dissipative transport PDE (1). Moreover, from this stochastic Lagrangian formulation, we show that such a dissipative equation satisfies a statistical Kelvin-Helmholtz theorem of conservation of circulation and flux.

Choosing the vector fields $\left\{V_{\ell}\right\}_{\ell=1}^{m}$ such that the system $\left\{V_{\ell}, W^{\ell}\right\}_{\ell=1}^{m}$ constitutes a gradient Brownian system (see Section 3.1), the sum of squares of Lie derivative in (1) becomes equivalent to the HodgeDe Rham Laplacian operator. Therefore, we derive novel (stochastic) Lagrangian formulations of some (deterministic) diffusive hydrodynamic and magnetohydrodynamic equations on Euclidean and curved spaces (see Section 3). In particular, we recover the stochastic Lagrangian representation of ConstantinIyer $[37,38]$ for the incompressible Navier-Stokes equations on $\mathbb{R}^{3}$ (see Section 3.2). Actually our result can be seen as a generalization of the Constantin-Iyer result [37,38] (written in terms of vorticity) to the dissipative transport Eq. (1) posed on Riemannian manifolds. A different extension (written in terms of velocity and using the Weber's representation formula) to manifolds of the Constantin-Iyer stochastic formulation [37] of the incompressible Navier-Stokes equations can be found in [60]. We should also mention some connected results. The first one is the stochastic mean-field derivation of the incompressible Navier-Stokes equations by infinite-dimensional mean-field stochastic differential equation [87]. The other ones are the works [10,56] (see also [145] for related results), which show a link between the Brenier's generalized flow type solutions for the incompressible Euler equation on Euclidean space [56] and manifolds [10], and the solutions of the incompressible Navier-Stokes equations on Euclidean space and manifolds [47]. We also recover some of the results of [55], where the author applies the stochastic Lagrangian framework of Constantin-Iyer [37] to some magnetohydrodynamic models on $\mathbb{R}^{3}$. Moreover, in [55] the author uses the Kuznetsov-Ruban's Lagrangian representation of vorticity and magnetic field vectors on $\mathbb{R}^{3}[110,149]$ to obtain a stochastic Lagrangian formulation of the standard incompressible MHD equations. We can also mention the work [165] in which the Constantin-Iyer framework $[37,94,95]$ is used to deal with the damped Navier-Stokes equations and the Boussinesq system. It is worthwhile to note that in the above works [10,55,56,60,87,145,165] the authors use forward-in-time stochastic formulations, whereas our results rely crucially on backward-in-time stochastic formulations. Indeed, as observed in [38] for the incompressible Navier-Stokes equations, the convenient formulation to take into account boundary conditions is the backward-in-time formulation, which also does not require computation of the spatial inverse of the stochastic flow as it is required for the forward-intime stochastic formulation. As for backward semi-Lagrangian schemes [18,21,83,112,166] designed to solve numerically the advection equation, the drawback of a backward-in-time stochastic differential equation is that it makes the formulation more implicit since one part of the information is known at the final time (the final position of the stochastic flow $\xi$ ) and the other part at the initial time (the initial vector fields $\left\{V_{\ell}(t=0)\right\}_{\ell=0}^{m}$ and the initial $p$-form $\beta_{0}$ ). Of course, such a drawback arises when the vector fields $\left\{V_{\ell}\right\}_{\ell=0}^{m}$ depend on the $p$-form $\beta$ through some couplings, i.e., generally for nonlinear equations. When the vector fields $\left\{V_{\ell}\right\}_{\ell=0}^{m}$ are given "external" vector fields, such a drawback disappears and Eqs. (1) or system (2)-(3) constitutes a linear problem. By contrast, in a forward-in-time stochastic formulation, the knowledge of all initial data (initial position of the stochastic flow $\xi$, the initial vector fields $\left\{V_{\ell}(t=0)\right\}_{\ell=0}^{m}$ and the initial $p$-form $\beta_{0}$ ) is sufficient, but the spatial inverse of the stochastic flow is however needed, as observed in the Weber's formulation of the velocity vector satisfying the incompressible Navier-Stokes equations [38].

We think that such stochastic Lagrangian formulations of deterministic Eulerian dissipative transport equations may be useful from several points of view. First, it offers an alternative and self-consistent framework to perform the mathematical analysis of some deterministic dissipative PDEs on Euclidean spaces and on manifolds. This is what we do in Section 4, where the local well-posedness, the non-resistive limit and the global existence of classical solutions for the stochastic-Lagrangian incompressible extended MHD equations are studied on the 3 -dimensional flat torus. To clarify and shorten functional estimates, we have only considered the 3 -dimensional flat torus, but there is a priori no conceptual difficulties to extend such analysis to a smooth closed manifold, provided that the vectors fields $\left\{V_{\ell}\right\}_{\ell=0}^{m}$ are smooth enough in space. Second, this stochastic Lagrangian framework is very well suited to extend on manifolds large deviation principles of Freidlin-Wentzell's type obtained in Euclidean spaces [15,69,144]. Third, this (stochastic) Lagrangian framework should be very useful to develop new numerical schemes and to
understand some physical mechanisms underlying these models. For example, the authors of [57,58,161,162] use the stochastic Lagrangian representation of Constantin-Iyer [37,38] for the incompressible NavierStokes equations to understand production of vorticity and Lagrangian chaos in transitional and turbulent wall-bounded flows (see also [59] for high-conductivity magnetohydrodynamic turbulence). Moreover, the original semi-Lagrangian numerical schemes developed in [86,140] could probably be extended to such stochastic Lagrangian framework, first on Euclidean spaces, then on a sphere for various applications such as numerical weather prediction [83,112,142,146-148,150,166]. In addition, many hydrodynamic and magnetohydrodynamic flows of practical interest evolve on curved spaces, such as geodynamo (e.g. dynamics of the geomagnetic field around a planet) and geophysical flows (e.g. flows in the atmosphere and oceans of planets, climate modeling) [44,77,100,127,131,132,138,171]. To simplify the exposition and the analysis, here, we consider periodic Euclidean spaces and (boundaryless) closed manifolds, but similar results should hold for bounded domains and manifolds with boundaries. This will be the subject of future work.

Finally, we mention some works which are closely related to our results. The first one consists in some stochastic PDEs for modeling stochastic fluid dynamics [4,40,45,46,88,114]. Especially in [4,46] the authors derive on Euclidean spaces some Lagrangian-averaged fluid equations involving double Lie-derivative terms by taking the expectation of some stochastic Lagrangian-averaged equations. However, we emphasize that our results concern stochastic Lagrangian formulation of deterministic (and not stochastic) dissipative PDEs. Moreover, the statistical generalized Cauchy invariants Eq. (2) does not appear in the works cited above. Another work [143] seems more closely connected to our results, but unfortunately it is very difficult to read and it remains obscure to the present author because, among other things, it uses complicated tools such as the Riemann-Cartan-Weyl geometry and some theorems and their proofs are elusive.

The outline of the paper is as follows. Section 2 contains our main results about the statistical generalized Cauchy invariants equation (Theorem 1 of Section 2.1) and the statistical Kelvin-Helmholtz invariants (Corollary 1 of Section 2.1), which are followed by their proofs (see Section 2.2). In Section 3, we apply our general results to some non-ideal hydrodynamic and magnetohydrodynamic equations to obtain new stochastic Lagrangian formulations, in a periodic box and on a smooth closed Riemannian manifold, of the incompressible Navier-Stokes equations, of the non-ideal incompressible extended MHD equations, and of the non-ideal two-fluid equations (containing also the inertial electron-MHD). In Section 4, following the spirit of $[94,95,168]$, we perform the mathematical analysis in Hölder spaces of the stochastic-Lagrangian incompressible extended MHD system, by studying, on the 3-dimensional flat torus, its local well-posedness (Theorem 3 of Section 4.1), its non-resistive limit (Theorem 4 of Section 4.2) and its global-in-time classical solutions for small magnetic Reynolds numbers, that is, either for small initial data or large resistivity (Theorem 5 of Section 4.3).

## 2. A general framework

### 2.1. Main results

Before stating the main result of this section, we first need to recall an important result concerning the existence, uniqueness and regularity of stochastic flow of diffeomorphisms that are solutions of Stratonovich's stochastic differential equations. For this, on the one hand some notation of differential geometry and stochastic integration must be introduced, and on the other hand some assumptions on the manifold $M$ and the vector fields $\left\{V_{\ell}\right\}_{\ell=0}^{m}$, are required. Throughout the paper, we use the Einstein summation convention for the parts concerning manifolds.

We start with the following hypothesis, which precises the regularity of the manifold $M$.

Hypothesis 1. (H1) Let $M$ be a connected closed (compact) $\mathscr{C}^{\mathfrak{p}}$-manifold of dimension $n$ with $\mathfrak{p}$ large enough. Let $(M, g, \nabla)$ be a Riemannian manifold, where $g \in \mathscr{C}^{\mathfrak{p}-1}(M)$ is the 2 -covariant metric tensor and $\nabla$ is the Riemann-Levi-Civita connection defined on $M$ (see, e.g., [12,43]).

Before setting the next hypotheses, we briefly introduce standard notation for some differential geometry elements, whose precise definitions can be found in the following classical textbooks [3,12,13,22,36,43,96]. Moreover, Appendix B of [20] can serve as a short reminder of the differential geometry notions used here. We also introduce standard notation for stochastic integration, for which we refer the reader to the following textbooks [91,92,108,109,157].

## Notation 1.

- With $k \in \mathbb{N}$ and $0<\gamma<1$, we denote the Hölder space $\mathscr{C}^{k, \gamma}(M)$ as the space of all functions on $M$ whose any derivatives up to the order $k$ are $\gamma$-Hölder continuous (see, e.g., [12,76,85,159,160]).
- Let $T_{x} M$ be the tangent space to $M$ at $x$, which is the vector space of tangent vectors to $M$ at $x \in M$.
- Let $T_{x}^{*} M$ be the cotangent space to $M$ at $x$, which is the vector space of cotangent vectors to $M$ at $x \in M$, or in other words the set of 1 -forms, i.e., the set of linear forms acting on the vectors of $T_{x} M$.
- Let $\mathfrak{X}^{k}(M)$ be the space of $\mathscr{C}^{k}$-vector field on $M$, i.e., the set of first-order linear differential operators with $\mathscr{C}^{k}$-coefficients, $k \geq 0$. In other words, if $X$ is a $\mathscr{C}^{k}$-vector field on $M$, it can be represented as

$$
X=X(x)=X^{i}(x) \frac{\partial}{\left.\partial x^{i}\right|_{x}}=X^{i}(x) \frac{\partial}{\partial x^{i}},
$$

where the local vector basis $\left\{\partial / \partial x^{i}\right\}_{i=1}^{n}$, evaluated at the point $x \in M$, spans the tangent space $T_{x} M$ and the components $\left\{X^{i}(x)\right\}_{i=1}^{n}$ of $X$ in this basis are $\mathscr{C}^{k}$ functions on $M$.

- Let $\mathscr{C}^{k} \Lambda^{p}(M)$ be the space of differential p-forms on $M$, which are $k$-times continuously differentiable on $M$, with $k \geq 0$.
- Using the 2-covariant metric tensor (or 2-forms) $g$, each tangent space $T_{x} M$ is endowed with a Riemannian metric given by the inner or scalar product $\langle X, Y\rangle_{T_{x} M}:=g(X, Y)=g_{i j}(x) X^{i}(x) Y^{j}(x)$, $\forall X, Y \in T_{x} M$, which leads to the natural Riemannian norm $|\cdot|_{T_{x} M}:=\sqrt{\langle\cdot, \cdot\rangle_{T_{x} M}}$ on $T_{x} M$. The Riemannian metric induces an isomorphism between the tangent space $T_{x} M$ and its dual, the cotangent space $T_{x}^{*} M$. In particular, it induces the following isomorphism, called the lowering (or flat) operator $(\cdot)^{b}: \mathfrak{X}^{k}(M) \rightarrow \mathscr{C}^{k} \Lambda^{1}(M)$, and its inverse, the raising (or sharp) operator $(\cdot)^{\sharp}: \mathscr{C}^{k} \Lambda^{1}(M) \rightarrow \mathfrak{X}^{k}(M)$. Then, each cotangent space $T_{x}^{*} M$ is also endowed with a Riemannian metric given by the inner product $\langle\alpha, \beta\rangle_{T_{x}^{*} M}:=g^{i j}(x) \alpha_{i}(x) \beta_{j}(x), \forall \alpha, \beta \in T_{x}^{*} M$, which leads to the natural norm $|\cdot|_{T_{x}^{*} M}:=\sqrt{\langle\cdot, \cdot\rangle_{T_{x}^{*} M}}$ on $T_{x}^{*} M$. We denote by $\langle\cdot, \cdot\rangle_{\mathbb{R}^{n}}$ the canonical inner product in $\mathbb{R}^{n}$.
- Let $d: \mathscr{C}^{k} \Lambda^{p}(M) \rightarrow \mathscr{C}^{k-1} \Lambda^{p+1}(M)$ be the exterior derivative, and $d^{*}: \mathscr{C}^{k} \Lambda^{p}(M) \rightarrow \mathscr{C}^{k-1} \Lambda^{p-1}(M)$ be the exterior coderivative. Using the Hodge star isomorphism $*: \mathscr{C}^{k} \Lambda^{p}(M) \rightarrow \mathscr{C}^{k} \Lambda^{d-p}(M)$, the codifferential operator $d^{*}$ is defined as follows, $d^{*} \alpha=(-1)^{n(p-1)+1} * d * \alpha, \forall \alpha \in \mathscr{C}^{k} \Lambda^{p}(M)$. The Hodge-De Rham Laplacian is defined by $\Delta_{\mathrm{H}}:=-\left(d d^{*}+d^{*} d\right)$. We recall the Cartan formula, which gives the following alternative definition of the Lie derivative, $£_{X}=\mathrm{i}_{X} d+$ di ${ }_{X}$, where $\mathrm{i}_{X}: \mathscr{C}^{k} \Lambda^{p}(M) \rightarrow \mathscr{C}^{k} \Lambda^{p-1}(M)$ is the interior product of a p-form with the vector field $X \in \mathfrak{X}^{k}$.
- Let $X(t) \in \mathscr{C}\left([0, T] ; \mathfrak{X}^{k}(M)\right)$ be a time-dependent vector field on $M$, with $k \geq 0$. Let $f \in \mathscr{C}^{1}(M ; \mathbb{R})$ and $\varphi \in \mathscr{C}(M ; M)$ be respectively a continuously differentiable real-valued function on $M$ and a continuous map from $M$ to $M$. The notation $X(t) f(\varphi(x))$ means that the vector field $X(t)$ first acts (as a first-order differential operator) on the function $f$ and then the result is evaluated at the point $\varphi(x)$, i.e.,

$$
X(t) f(\varphi(x))=X^{i}(t, \varphi(x)) \frac{\partial f}{\partial x^{i}}(\varphi(x)) .
$$

- Throughout the paper, we assume that we work with a stochastic basis $\left(\Omega, \mathcal{F}, \mathbb{F}, P,\left\{\left(W^{\ell}(t)\right)_{t \in[0, T]}\right\}_{\ell=1}^{m}\right)$ satisfying the usual conditions of continuity and completeness, that is, a filtered probability space $(\Omega, \mathcal{F}, \mathbb{F}, P)$ together with a family $\left\{\left(W^{\ell}(t)\right)_{t \in[0, T]}\right\}_{\ell=1}^{m}$ of independent $\mathbb{R}$-valued standard Wiener processes (or Brownian motions) that is adapted to the filtration (with two parameters) $\mathbb{F}=\left\{\mathcal{F}_{s, t}\right\}_{0 \leq s \leq t \leq T} \subset$ $\mathcal{F}$, i.e., a complete $\sigma$-algebra generated by all the increments $W(\theta)-W(\tau), s \leq \theta \leq \tau \leq t$, for $0 \leq s<t \leq T$.
- The stochastic differential $\circ \mathrm{d} W(t)$ (resp. ○ $\hat{\mathrm{d}} W(t)$ ) denotes forward (resp. backward) Stratonovich's integration with respect to the Brownian motion $W(t)$, while the stochastic differential $\mathrm{d} W(t)$ (resp. $\hat{\mathrm{d}} W(t))$ denotes forward (resp. backward) Itô's integration with respect to the Brownian motion $W(t)$.

We continue with the following hypothesis, which fixes the regularity of the vector fields $\left\{V_{\ell}\right\}_{\ell=0}^{m}$.

Hypothesis 2. (H2) For $k \geq 1$ and $0<\gamma<1$, we assume that
(i) $V_{0} \in \mathscr{C}\left([0, T] ; \mathfrak{X}^{k}(M)\right)$, and its components $V_{0}^{i} \in L^{\infty}\left([0, T] ; \mathscr{C}^{k, \gamma}(M)\right)$, for $i \in\{1, \ldots, n\}$.
(ii) $V_{\ell} \in \mathscr{C}\left([0, T] ; \mathfrak{X}^{k+1}(M)\right)$, and its components $V_{\ell}^{i} \in L^{\infty}\left([0, T] ; \mathscr{C}^{k+1, \gamma}(M)\right)$, for $i \in\{1, \ldots, n\}$, and $\ell \in\{1, \ldots, m\}$.

The last hypothesis we will introduce deals with a coercivity assumption for the following linear differential operator,

$$
\begin{equation*}
L:=\frac{1}{2} \sum_{\ell=1}^{m} £_{V_{\ell}} £_{V_{\ell}}-£_{V_{0}} \tag{4}
\end{equation*}
$$

so that $L$ be uniformly elliptic on $M$. With $\mathcal{L}\left(\mathbb{R}^{m}, T_{x} M\right)$ denoting the set of all linear mappings from $\mathbb{R}^{m}$ to $T_{x} M$, we define the linear map $\mathcal{P}(x) \in \mathcal{L}\left(\mathbb{R}^{m}, T_{x} M\right)$ by

$$
\mathcal{P}(x) X:=\sum_{\ell=1}^{m} X_{\ell} V_{\ell}(x)=\sum_{\ell=1}^{m} X_{\ell} V_{\ell}^{i}(x) \frac{\partial}{\partial x^{i}}, \quad \forall X \in \mathbb{R}^{m}, \quad \forall x \in M
$$

which can also be represented by a matrix with entries $\mathcal{P}_{i j}(x)=V_{j}^{i}(x), i=1, \ldots, n$, and $j=1, \ldots, m$. We recall that in the above expression we have used the Einstein summation convention. The adjoint of $\mathcal{P}(x)$, i.e., the linear map $\mathcal{P}^{*}(x) \in \mathcal{L}\left(T_{x}^{*} M, \mathbb{R}^{m}\right)$, is defined through duality by the standard relation: $\left(\mathcal{P}^{*}(x) \alpha\right)(X)=\alpha(\mathcal{P}(x) X)$, for all $\alpha \in T_{x}^{*} M$ and for all $X \in \mathbb{R}^{m}$. Therefore, we obtain $\left(\mathcal{P}^{*}(x) \alpha\right)(X)=$ $\sum_{\ell=1}^{m} \alpha_{i} X_{\ell} V_{\ell}^{i}(x)$. Let $\sigma(L ; x): T_{x}^{*} M \rightarrow T_{x} M$ be the symbol of the linear differential operator $L$ defined by (4). Then, we obtain $\sigma(L, x)=\mathcal{P}(x) \mathcal{P}^{*}(x)$. For all $\alpha \in T_{x}^{*} M$, we set $\sigma_{\alpha}(L ; x)=\sigma(L ; x)(\alpha) \in T_{x} M$, i.e.,

$$
\sigma_{\alpha}(L ; x)=\mathcal{P}(x) \mathcal{P}^{*}(x) \alpha=\sum_{\ell=1}^{m} \alpha_{i} V_{\ell}^{i}(x) V_{\ell}^{j}(x) \frac{\partial}{\partial x^{j}}, \quad \forall \alpha \in T_{x}^{*} M
$$

We then write $\sigma(L ; x)(\alpha, \beta)=\beta\left(\sigma_{\alpha}(L ; x)\right)$, for all $\beta \in T_{x}^{*} M$ and so we consider the symbol $\sigma(L ; x)$ as a bilinear form on $T_{x}^{*} M$. Therefore, we obtain

$$
\begin{equation*}
\sigma(L ; x)(\alpha, \beta)=\sum_{\ell=1}^{m} \alpha_{i} V_{\ell}^{i}(x) V_{\ell}^{j}(x) \beta_{j}, \quad \forall \alpha, \beta \in T_{x}^{*} M \tag{5}
\end{equation*}
$$

Since for all $x \in M, \mathcal{P}(x) \mathcal{P}^{*}(x)$ is positive semi-definite, the operator $L$ is semi-elliptic, possibly degenerate, i.e., $\sigma(L ; x)(\alpha, \beta) \geq 0$, for all $\alpha, \beta \in T_{x}^{*} M \backslash\{0\}$, and for all $x \in M$. The operator $L$ is elliptic if and only if $\sigma(L ; x)(\alpha, \beta)>0$, for all $\alpha, \beta \in T_{x}^{*} M \backslash\{0\}$, and for all $x \in M$. Then, the operator $L$ is elliptic if and only if, for all $x \in M, \mathcal{P}(x) \mathcal{P}^{*}(x)$ is positive definite. For this, it is necessary and sufficient that the linear map $\mathcal{P}(x)$ be surjective for all $x \in M$, or equivalently with a constant maximal rank. Then the symbol $\sigma(L ; x)$,
which is quadratic, is non-degenerate and so determines a metric on $T_{x} M$. Indeed, using the inner product $\langle\cdot, \cdot\rangle_{T_{x} M}$ on $T_{x} M$, a Riemannian metric is induced on $M$ and given by $\left\langle\mathcal{P}(x) e_{1}, \mathcal{P}(x) e_{2}\right\rangle_{T_{x} M}=\left\langle e_{1}, e_{2}\right\rangle_{\mathbb{R}^{m}}$, for all $e_{1}, e_{2} \in \mathbb{R}^{m} \cap(\operatorname{ker} \mathcal{P}(x))^{\perp}$ (the orthogonal of the kernel of $\mathcal{P}(x)$ in $\left.\mathbb{R}^{m}\right)$. Uniform ellipticity of the operator $L$ is then stated in the following hypothesis.

Hypothesis 3. (H3) The linear differential operator $L$ defined by (4) is uniformly elliptic on $M$, i.e., there exists a constant $\kappa>0$ such that

$$
\sigma(L ; x)(\alpha, \alpha) \geq \kappa|\alpha|_{T_{x}^{*} M}^{2}, \quad \forall \alpha \in T_{x}^{*} M \backslash\{0\}, \quad \forall x \in M .
$$

Using Notation 1, the following proposition states the existence, uniqueness and regularity of stochastic flow of diffeomorphisms that are solutions of Stratonovich's stochastic differential equations.

Proposition 1 (Stochastic Flow of Diffeomorphisms, Kunita [108,109). Let M be a Riemannian manifold satisfying hypothesis (H1). Let $F(t)$ be a continuous-in-time stochastic process taking values in $\mathfrak{X}^{k}(M)$, with $k \geq 1$, and defined by

$$
\begin{equation*}
F(t)=F(t, x):=t V_{0}(t, x)+\sum_{\ell=1}^{m} W^{\ell}(t) V_{\ell}(t, x), \tag{6}
\end{equation*}
$$

where the vector fields $\left\{V_{\ell}\right\}_{\ell=0}^{m}$ satisfy hypothesis (H2), and the stochastic processes $\left\{W^{\ell}(t)\right\}_{\ell=1}^{m}$ are standard $\mathbb{R}$-valued $\mathbb{F}$-adapted Brownian motions. Then

1. $F(t)$ takes values in strictly complete vector fields on $M$ both to the forward and backward direction.
2. $\forall f \in \mathscr{C}^{q}(M)$, with $q \geq 3$, the solution $\xi_{s, t}$ of the following forward Stratonovich's stochastic differential equation based on $F(t)$ :

$$
\begin{align*}
f\left(\xi_{s, t}(x)\right) & =f(x)+\int_{s}^{t} F(\circ \mathrm{~d} r) f\left(\xi_{s, r}(x)\right) \\
& =f(x)+\int_{s}^{t} \mathrm{~d} r V_{0}(r) f\left(\xi_{s, r}(x)\right)+\sum_{\ell=1}^{m} \int_{s}^{t} V_{\ell}(r) f\left(\xi_{s, r}(x)\right) \circ \mathrm{d} W^{\ell}(r), \tag{7}
\end{align*}
$$

exists, is unique, and defines a continuous-in-time stochastic flow of $\mathscr{C}^{k, \mu}$-diffeomorphisms with $\mu<\gamma$. Moreover, $\xi_{s, t}$ has a unique inverse $\xi_{t, s}=\xi_{s, t}^{-1}$, which satisfies the following backward Stratonovich's stochastic differential equation: $\forall f \in \mathscr{C}^{q}(M)$, with $q \geq 3$,

$$
\begin{align*}
f\left(\xi_{t, s}(x)\right) & =f(x)-\int_{s}^{t} F(\circ \hat{\mathrm{~d}} r) f\left(\xi_{t, r}(x)\right) \\
& =f(x)-\int_{s}^{t} \mathrm{~d} r V_{0}(r) f\left(\xi_{t, r}(x)\right)-\sum_{\ell=1}^{m} \int_{s}^{t} V_{\ell}(r) f\left(\xi_{t, r}(x)\right) \circ \hat{\mathrm{d}} W^{\ell}(r) . \tag{8}
\end{align*}
$$

Proof. Combine Theorem 4.8.5 and Corollary 4.8.6 of [109] or Theorem II.9.2 and Corollary II.9.3 of [108] (see also [92,107]).

Remark 1. We can express (7) or (8) by using local coordinates. Let $\left(x^{1}, \ldots, x^{n}\right)$ be a local coordinate in a neighborhood $U \subset M$, where $U$ is a local open subset of $M$. The coordinate functions $f^{i}(x)=x^{i}$, with $i \in\{1, \ldots, n\}$, can serve as a natural set of test functions $f$ in (7) and (8). Therefore, if the flow $\xi_{t, s}(x)$
satisfies (8), then $\xi_{t, s}^{i}(x)=f^{i}\left(\xi_{t, s}(x)\right)$ satisfies

$$
\begin{aligned}
\xi_{t, s}^{i}(x) & =x^{i}-\int_{s}^{t} F^{i}\left(\circ \hat{\mathrm{~d}} r, \xi_{t, r}(x)\right) \\
& =x^{i}-\int_{s}^{t} \mathrm{~d} r V_{0}^{i}\left(r, \xi_{t, r}(x)\right)-\sum_{\ell=1}^{m} \int_{s}^{t} V_{\ell}^{i}\left(r, \xi_{t, r}(x)\right) \circ \hat{\mathrm{d}} W^{\ell}(r) .
\end{aligned}
$$

Other interesting sets of test functions $f$ are a local chart $(U, \phi)$, where the map $\phi$ is a smooth local bijection from $U$ to a local open subset of $\mathbb{R}^{n}$, or a smooth isometric embedding $(M, \mathfrak{e})$, where the map $\mathfrak{e}$ is a smooth isometric embedding of $M$ into $\mathbb{R}^{m}$, with $m \geq n$ (see Section 3.1).

We are now in position to state the main result of this section.
Theorem 1 (The Statistical Generalized Cauchy Invariants Equation). Let $M$ be a Riemannian manifold satisfying hypothesis (H1). Let $\left\{V_{\ell}\right\}_{\ell=0}^{m}$ be vector fields on $M$ satisfying hypothesis (H2) with $k \geq 3$, and hypothesis (H3). We denote by $\xi_{s, t}(x)$ the solution of the forward Stratonovich's stochastic differential Eq. (7), and by $\xi_{t, s}=\xi_{s, t}^{-1}$ its inverse, which is the solution of the backward Stratonovich's stochastic differential Eq. (8). We recall that by Proposition 1, the flows $\xi_{s, t}$ and $\xi_{t, s}$ exist, are unique and are continuous-in-time stochastic flows of $\mathscr{C}^{k, \mu}$-diffeomorphisms on $M$ with $0<\mu<\gamma$. Let $\beta_{\text {in }}=d \alpha_{\text {in }} \in \mathscr{C}^{2, \mu} \Lambda^{p}(M)$ be any given exact p-form, with $\alpha_{\text {in }} \in \mathscr{C}^{3, \mu} \Lambda^{p-1}(M)$. Let $\beta \in L^{\infty}\left([0, T] ; \mathscr{C}^{2, \mu} \Lambda^{p}(M)\right) \cap \operatorname{Lip}\left([0, T] ; \mathscr{C}^{0, \mu} \Lambda^{p}(M)\right)$ be a time-dependent family of exact p-forms, i.e., $\beta=d \alpha$ with $\alpha \in L^{\infty}\left([0, T] ; \mathscr{C}^{3, \mu} \Lambda^{p-1}(M)\right) \cap \operatorname{Lip}\left([0, T] ; \mathscr{C}^{1, \mu} \Lambda^{p-1}(M)\right)$.

Then, $\beta$ satisfies the following dissipative transport equation,

$$
\begin{equation*}
\left.\left.\partial_{t} \beta_{t}(x)+£_{V_{0}(t, x)} \beta_{t}(x)-\frac{1}{2} \sum_{\ell=1}^{m} £_{V_{\ell}(t, x)} £_{V_{\ell}(t, x)} \beta_{t}(x)=0, \quad x \in M, \quad t \in\right] 0, T\right], \tag{9}
\end{equation*}
$$

with $\beta_{0}(x)=\beta_{\text {in }}(x)$ as initial data, if and only if, for all $x \in M$, and for all s such that $0 \leq s \leq t \leq T$, the following statistical generalized Cauchy invariants equation,

$$
\begin{equation*}
\beta_{t}(x)=\mathbb{E}\left[d\left(\alpha_{i_{1} \ldots i_{p-1}}(s) \circ \xi_{t, s}(x)\right) \wedge d \xi_{t, s}^{i_{1}}(x) \wedge \cdots \wedge d \xi_{t, s}^{i_{p-1}}(x)\right], \tag{10}
\end{equation*}
$$

is satisfied.
A few remarks are now in order.

Remark 2. Representation formula (10) is named the statistical generalized Cauchy invariants equation because this is a statistical version of the deterministic backward generalized Cauchy invariants Eq. (14) of Theorem 2 below.

Remark 3 (Boundary Conditions). In order to not deal with boundary conditions and make the result of Theorem 1 clearer, we consider a closed manifold, i.e., a manifold without boundary. Of course, with suitable boundary conditions, Theorem 1 could certainly be extended to compact manifolds with boundaries. This will be the matter of future work.

Remark 4 (Well-Posedness). Under assumptions (H1)-(H3), well-posedness (existence, uniqueness, regularity) of Eq. (9) with initial data in Hölder spaces, is ensured by the standard theory of linear parabolic PDEs with variables coefficients, which are bounded in time and Hölder continuous with respect to the space variables (see, e.g., [82,90,101-105,111,116,120]). Of course, from Theorem 1, representation formula (10) together with well-posedness of the backward Stratonovich's stochastic differential Eq. (8), given by Proposition 1, constitute an (stochastic) alternative proof of well-posedness of PDE (9).

Remark 5 (Ellipticity Hypothesis). In fact, uniform ellipticity hypothesis (H3) is rather strong and it can probably be relaxed to the ellipticity hypothesis, i.e., the matrix with entries $\left(\sum_{\ell=1}^{m} V_{\ell}^{i}(x) V_{\ell}^{j}(x)\right)_{i j}$ is positive definite for all $x \in M$. In such a case we say that the diffusion (or the operator $L$ defined by (4)) is non-degenerate [48,92]. Furthermore, ellipticity hypothesis can also be weakened to hypoellipticity hypothesis (i.e., roughly speaking, a current $\beta$ satisfying $L \beta$ smooth implies $\beta$ smooth), which is ensured by the Hörmander condition for hypoellipticity, given in Theorem 1.1 of [89] (see also Theorem 22.2.1 in $\S 22.2$ of [90]): the vector fields $\left\{V_{\ell}(x)\right\}_{\ell=1}^{m}$ together with their iterated Lie brackets (called the Lie algebra generated by $\left.\left\{V_{\ell}(x)\right\}_{\ell=1}^{m}\right)$ span the tangent space $T_{x} M$ for each $x \in M$. In such a case, the symbol $\sigma(L ; x)$ of the operator $L$, defined by (5), is positive semi-definite (see Corollary 2.2 of [89]) and the diffusion (or the operator $L$ ) is possibly degenerate. From Corollary 4.8 .6 of [109] (and thus by Proposition 1 above, see also, Section III. 5 of [108]), since $F(t)$ is a strictly complete vector fields on a smooth compact manifold $M$, both to the forward and backward direction, it means that $L$ is hypoelliptic.

Remark 6 (Well-Posedness and Critical Regularity). The regularity assumptions on the vector fields $\left\{V_{\ell}\right\}_{\ell=0}^{m}$, and in particular for the drift vector field $V_{0}$, in Proposition 1 and in Theorem 1 are not optimal and can be weakened. Inspired by the works $[6,42]$ on deterministic ODEs and linear transport theory on Euclidean spaces with rough vector fields, in recent years, much attention has been paid to understand the well-posedness of linear stochastic transport equations (advection equations, continuity equation) on Euclidean spaces with rough vector fields because adding a noise term has the effect to regularize and restore the uniqueness of solutions without noise $[11,31,34,61-64,66,67,75,115,119,124,129,136,137,141,167$, $169,170]$. Therefore, after taking the expectation, the resulting linear deterministic PDEs can inherit such properties. Such phenomenon probably holds also for linear stochastic transport on manifolds, but very few results are established [72,73] (see also [115] for linear stochastic transport of differential $k$ forms on Euclidean spaces). Our present framework can probably be used to obtain some results of "well-posedness/regularization by noise" type. This should be investigated in future work. However, this phenomenon of well-posedness/regularization by noise seems lost for nonlinear equations since for the simplest nonlinear inviscid Burgers' equation adding noise does not improve even well-posedness [5,65].

From Theorem 1 we can infer the following corollary.
Corollary 1 (The Statistical Kelvin Circulation Theorem and the Statistical Helmholtz Flux Conservation Theorem). Under the same hypotheses as in Theorem 1, for any p-chain c of $M$ we obtain,

$$
\begin{align*}
\oint_{\partial c} \alpha_{t} & =\mathbb{E}\left[\oint_{\xi_{t, s}(\partial c)} \alpha_{s}\right], \quad \forall \text { s s.t. } 0 \leq s \leq t \leq T,  \tag{11}\\
\int_{c} \beta_{t} & =\mathbb{E}\left[\int_{\xi_{t, s}(c)} \beta_{s}\right], \quad \forall s \text { s.t. } 0 \leq s \leq t \leq T . \tag{12}
\end{align*}
$$

The proof of Theorem 1 uses a Lagrangian formulation of the Lie transport, which is given by the following theorem. This theorem is the version in the backward direction of Theorem 1 of [20], which is stated in the forward direction.

Theorem 2 (The Backward Generalized Cauchy Invariants Equation). Let $M$ be a Riemannian manifold satisfying hypothesis (H1). Let $V_{0}$ be a vector field on $M$, which satisfies hypothesis (H2) with $k \geq 1$. We denote by $\xi_{s, t}(x)$ the solution of the forward ordinary differential equation:

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} \xi_{s, t}(x)=V_{0}\left(t, \xi_{s, t}(x)\right), \quad 0 \leq s \leq t \leq T, \\
\xi_{s, s}(x)=x \in M,
\end{array}\right.
$$

and by $\xi_{t, s}=\xi_{s, t}^{-1}$ its inverse, which is the solution of the same, but backward, ordinary differential equation:

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} s} \xi_{t, s}(x)=V_{0}\left(s, \xi_{t, s}(x)\right), \quad 0 \leq s \leq t \leq T, \\
\xi_{t, t}(x)=x \in M
\end{array}\right.
$$

We recall that from Cauchy-Lipschitz-Picard type theorem (see, e.g., [47]), the flows $\xi_{s, t}$ and $\xi_{t, s}$ exist, are unique and are $\mathscr{C}^{1}$-time curves in the group of $\mathscr{C}^{k, \gamma}$-diffeomorphisms of $M$. Let $\beta_{\mathrm{in}}=d \alpha_{\mathrm{in}} \in \mathscr{C}^{1, \gamma} \Lambda^{p}(M)$ be any given exact p-form, with $\alpha_{\text {in }} \in \mathscr{C}^{2, \gamma} \Lambda^{p-1}(M)$. Let $\beta \in L^{\infty}\left([0, T] ; \mathscr{C}^{1, \gamma} \Lambda^{p}(M)\right) \cap \operatorname{Lip}\left([0, T] ; \mathscr{C}^{0, \gamma} \Lambda^{p}(M)\right)$ be a time-dependent family of exact p-forms, i.e., $\beta=d \alpha$ with $\alpha \in L^{\infty}\left([0, T] ; \mathscr{C}^{2, \gamma} \Lambda^{p-1}(M)\right) \cap \operatorname{Lip}([0, T]$; $\left.\mathscr{C}^{1, \gamma} \Lambda^{p-1}(M)\right)$.

Then, $\beta$ satisfies the following Lie transport equation,

$$
\begin{equation*}
\left.\left.\partial_{t} \beta_{t}(x)+£_{V_{0}(t, x)} \beta_{t}(x)=0, \quad x \in M, \quad t \in\right] 0, T\right], \tag{13}
\end{equation*}
$$

with $\beta_{0}(x)=\beta_{\mathrm{in}}(x)$ as initial data, if and only if, for all $x \in M$, and for all s such that $0 \leq s \leq t \leq T$, the following backward generalized Cauchy invariants equation,

$$
\begin{equation*}
\beta_{t}(x)=d\left(\alpha_{i_{1} \ldots i_{p-1}}(s) \circ \xi_{t, s}(x)\right) \wedge d \xi_{t, s}^{i_{1}}(x) \wedge \cdots \wedge d \xi_{t, s}^{i_{p-1}}(x), \tag{14}
\end{equation*}
$$

is satisfied.
From Theorem 2 we can infer the following corollary.
Corollary 2 (The Kelvin Circulation Theorem and the Helmholtz Flux Conservation Theorem). Under the same hypotheses as in Theorem 2, for any p-chain $c$ of $M$, we obtain

$$
\begin{align*}
& \oint_{\partial c} \alpha_{t}=\oint_{\xi_{t, s}(\partial c)} \alpha_{s},  \tag{15}\\
& \int_{c} \beta_{t}=\int_{\xi_{t, s}(c)} \beta_{s}, \quad \forall s \text { s.t. } 0 \leq s \leq t \leq T,  \tag{16}\\
&
\end{align*}
$$

### 2.2. Proofs of the results of Section 2.1

In this section, we give the proof of the results of the previous section, namely Theorem 2, Corollary 2, Theorem 1 and Corollary 1.

Proof of Theorem 2. The proof is similar to the proof of Theorem 1 of [20], but for the sake of completeness we supply it. For $0 \leq s \leq t \leq T$, we set $x=\xi_{s, t}(y)$ and its inverse $y=\xi_{t, s}(x)$, where of course $x, y \in M$. Since $\beta$ is Lie-advected, by the Lie derivative theorem (see, e.g., Theorem 5.4.5 in [3]), we have $\beta_{s}(y)=\left(\xi_{s, t}\right)^{*} \beta_{t}(x)$ or $\beta_{t}(x)=\left(\xi_{s, t}\right)_{*} \beta_{s}(y)$, where $\left(\xi_{s, t}\right)^{*}$ (resp. ( $\left.\xi_{s, t}\right)_{*}$ ) denotes the pullback (resp. the pushforward) operator associated with the flow $\xi_{s, t}$. For precise definitions, especially in local coordinates, of the pullback and pushforward operators associated with a flow map, we refer the reader to [3,36]. We start by writing $\left(\xi_{s, t}\right)_{*} \beta_{s}$ in terms of its components in the $x$-coordinate. Using the commutation property between the exterior derivative and the pushforward operator (i.e., $\xi_{*} d \alpha=d \xi_{*} \alpha$ ) and the homomorphism $\left(\xi_{t, s}\right)_{*}$ on the graded algebra $\Lambda^{p}(M)$ (i.e., $\left.\xi_{*}(\alpha \wedge \beta)=\xi_{*} \alpha \wedge \xi_{*} \beta\right)$, we obtain

$$
\begin{aligned}
\beta_{t}(x) & =\left(\xi_{s, t}\right)_{*} \beta_{s}(y) \\
& =\left(\xi_{s, t}\right)_{*} \sum_{j_{1}<\cdots<j_{p}} \beta_{j_{1} \ldots j_{p}}(s, y) d y^{j_{1}} \wedge \cdots \wedge d y^{j_{p}} \\
& =\frac{1}{p!}\left(\left(\xi_{s, t}\right)_{*} \beta_{j_{1} \ldots j_{p}}(s, y)\right) d\left(\left(\xi_{s, t}\right)_{*} y^{j_{1}}\right) \wedge \cdots \wedge d\left(\left(\xi_{s, t}\right)_{*} y^{j_{p}}\right)
\end{aligned}
$$

$$
\begin{align*}
& =\frac{1}{p!} \beta_{j_{1} \ldots j_{p}}\left(s, \xi_{t, s}(x)\right) d \xi_{t, s}^{j_{1}}(x) \wedge \cdots \wedge d \xi_{t, s}^{j_{p}}(x) \\
& =\frac{1}{p!} \frac{\partial y^{j_{1}}}{\partial x^{i_{1}}} \cdots \frac{\partial y^{j_{p}}}{\partial x^{i_{p}}} \beta_{j_{1} \ldots j_{p}}\left(s, \xi_{t, s}(x)\right) d x^{i_{1}} \wedge \cdots \wedge d x^{i_{p}} \\
& =\sum_{i_{1}<\cdots<i_{p}}\left(\left(\xi_{s, t}\right)_{*} \beta_{s}\right)_{i_{1} \ldots i_{p}}(x) d x^{i_{1}} \wedge \cdots \wedge d x^{i_{p}} . \tag{17}
\end{align*}
$$

Next, using the generalized Kronecker symbol $\delta_{j_{1} \ldots j_{p}}^{i_{1} \ldots i_{p}}$ (also noted $\varepsilon_{j_{1} \ldots j_{p}}^{i_{1} \ldots i_{p}}$ in the literature, see, e.g., [36]) defined by

$$
\delta_{j_{1} \ldots j_{p}}^{i_{1} \ldots i_{p}}=\left\{\begin{aligned}
0 & \text { if }\left(i_{1} \ldots i_{p}\right) \text { is not a permutation of }\left(j_{1} \ldots j_{p}\right) \\
+1 & \text { if }\left(i_{1} \ldots i_{p}\right) \text { is an even permutation of }\left(j_{1} \ldots j_{p}\right) \\
-1 & \text { if }\left(i_{1} \ldots i_{p}\right) \text { is an odd permutation of }\left(j_{1} \ldots j_{p}\right),
\end{aligned}\right.
$$

and the relation $\beta=d \alpha$, we obtain

$$
\begin{aligned}
\beta(x) & =d \alpha(x) \\
& =d \sum_{i_{1}<\cdots<i_{p-1}} \alpha_{i_{1} \ldots i_{p-1}}(x) \wedge d x^{i_{1}} \wedge \cdots \wedge d x^{i_{p-1}} \\
& =\sum_{i_{1}<\cdots<i_{p-1}} d \alpha_{i_{1} \ldots i_{p-1}}(x) \wedge d x^{i_{1}} \wedge \cdots \wedge d x^{i_{p-1}} \\
& =\sum_{i_{1}<\cdots<i_{p-1}} \frac{\partial}{\partial x^{k}} \alpha_{i_{1} \ldots i_{p-1}}(x) d x^{k} \wedge d x^{i_{1}} \wedge \cdots \wedge d x^{i_{p-1}} \\
& =\sum_{i_{1}<\cdots<i_{p-1}} \delta_{j_{1} \ldots j_{p}}^{k i_{1} \ldots i_{p-1}} \frac{\partial}{\partial x^{k}} \alpha_{i_{1} \ldots i_{p-1}}(x) d x^{j_{1}} \wedge \cdots \wedge d x^{j_{p}},
\end{aligned}
$$

from which we deduce

$$
\begin{equation*}
\beta_{l_{1} \ldots l_{p}}(x)=\delta_{l_{1} \ldots l_{p}}^{k i_{1} \ldots i_{p-1}} \frac{\partial}{\partial x^{k}} \alpha_{i_{1} \ldots i_{p-1}}(x) . \tag{18}
\end{equation*}
$$

Substituting (18) into (17) we obtain

$$
\begin{align*}
\beta_{t}(x) & =\frac{1}{p!} \delta_{l_{1} \ldots l_{p}}^{j_{p} j_{1} \ldots j_{p-1}} \frac{\partial y^{l_{1}}}{\partial x^{i_{1}}} \cdots \frac{\partial y^{l_{p}}}{\partial x^{i_{p}}} \frac{\partial}{\partial y^{j_{p}}} \alpha_{j_{1} \ldots j_{p-1}}\left(s, \xi_{t, s}(x)\right) d x^{i_{1}} \wedge \cdots \wedge d x^{i_{p}} \\
& =\frac{1}{p!} \delta_{l_{1} \ldots l_{p}}^{j_{j} j_{1} \ldots j_{p-1}} \frac{\partial y^{l_{1}}}{\partial x^{i_{1}}} \cdots \frac{\partial y_{p}^{l_{p}}}{\partial x^{i_{p}}} \frac{\partial x^{k}}{\partial y^{j_{p}}} \frac{\partial}{\partial x^{k}}\left(\alpha_{j_{1} \ldots j_{p-1}}\left(s, \xi_{t, s}(x)\right)\right) d x^{i_{1}} \wedge \cdots \wedge d x^{i_{p}} \\
& =\frac{1}{p!}(-1)^{p-1} \delta_{l_{1} \ldots j_{p}}^{j_{1} \ldots j_{p}} \frac{\partial y^{l_{1}}}{\partial x^{i_{1}}} \cdots \frac{\partial y^{l_{p}}}{\partial x^{i_{p}}} \frac{\partial x^{k}}{\partial y^{j_{p}}} \frac{\partial}{\partial x^{k}}\left(\alpha_{j_{1} \ldots j_{p-1}}\left(s, \xi_{t, s}(x)\right)\right) d x^{i_{1}} \wedge \cdots \wedge d x^{i_{p}} . \tag{19}
\end{align*}
$$

Using now the Laplace expansion of determinants, we may define recursively

$$
\begin{align*}
\delta_{i_{1} \ldots i_{p}}^{j_{1} \ldots j_{p}} & =\left|\begin{array}{ccc}
\delta_{i_{1}}^{j_{1}} & \ldots & \delta_{i_{p}}^{j_{1}} \\
\vdots & \ddots & \vdots \\
\delta_{i_{1}}^{j_{p}} & \ldots & \delta_{i_{p}}^{j_{p}}
\end{array}\right| \\
& =\sum_{k=1}^{p}(-1)^{p+k} \delta_{i_{k}}^{j_{p}} \delta_{i_{1} \ldots i_{k} \ldots i_{p}}^{j_{1} \ldots j_{k} \ldots \hat{j}_{p}}, \tag{20}
\end{align*}
$$

where the hat indicates an omitted index in the sequence. Using (20), Eq. (19) becomes

$$
\begin{aligned}
\beta_{t}(x) & =\frac{1}{p!} \sum_{n=1}^{p}(-1)^{n-1} \delta_{l_{n}}^{j_{p}} \delta_{l_{1} \ldots l_{n} \ldots l_{p}}^{j_{1} \ldots j_{p-1}} \frac{\partial y^{l_{1}}}{\partial x^{i_{1}}} \cdots \frac{\partial y^{l_{p}}}{\partial x^{i_{p}}} \frac{\partial x^{k}}{\partial y^{j_{p}}} \frac{\partial}{\partial x^{k}}\left(\alpha_{j_{1} \ldots j_{p-1}}\left(s, \xi_{t, s}(x)\right)\right) d x^{i_{1}} \wedge \cdots \wedge d x^{i_{p}} \\
& =\frac{1}{p!} \sum_{n=1}^{p}(-1)^{n-1} \delta_{l_{1} \ldots \hat{l}_{n} \ldots l_{p}}^{j_{1} \ldots j_{p-1}} \frac{\partial y^{l_{1}}}{\partial x^{i_{1}}} \ldots \frac{\partial y^{l_{p}}}{\partial x^{i_{p}}} \frac{\partial x^{k}}{\partial y^{l_{n}}} \frac{\partial}{\partial x^{k}}\left(\alpha_{j_{1} \ldots j_{p-1}}\left(s, \xi_{t, s}(x)\right)\right) d x^{i_{1}} \wedge \cdots \wedge d x^{i_{p}}
\end{aligned}
$$

$$
\begin{aligned}
&= \frac{1}{p!} \sum_{n=1}^{p}(-1)^{n-1} \delta_{l_{1} \ldots \hat{l}_{n} \ldots l_{p}}^{j_{p} \ldots j_{p-1}} \frac{\partial y^{l_{1}}}{\partial x^{i_{1}}} \ldots \frac{\widehat{\partial y_{n}}}{\partial x^{i_{n}}} \ldots \frac{\partial y^{l_{p}}}{\partial x^{i_{p}}} \delta_{i_{n}}^{k} \frac{\partial}{\partial x^{k}}\left(\alpha_{j_{1} \ldots j_{p-1}}\left(s, \xi_{t, s}(x)\right)\right) d x^{i_{1}} \wedge \cdots \wedge d x^{i_{p}} \\
&= \frac{1}{p!} \sum_{n=1}^{p}(-1)^{n-1} \delta_{l_{1} \ldots \hat{l}_{n} \ldots l_{p}}^{j_{1} \ldots j_{p-1}} \frac{\partial y^{l_{1}}}{\partial x^{i_{1}}} \ldots \frac{\widehat{y_{n}}}{\partial x^{i_{n}}} \ldots \frac{\partial y^{l_{p}}}{\partial x^{i_{p}}} \frac{\partial}{\partial x^{i_{n}}}\left(\alpha_{j_{1} \ldots j_{p-1}}\left(s, \xi_{t, s}(x)\right)\right) d x^{i_{1}} \wedge \cdots \wedge d x^{i_{p}} \\
&= \frac{1}{p!} \sum_{n=1}^{p}(-1)^{n-1} \delta_{l_{1} \ldots l_{n} \ldots l_{p}}^{j_{1} \ldots j_{p-1}}\left(\frac{\partial y^{l_{1}}}{\partial x^{i_{1}}} d x^{i_{1}}\right) \wedge \ldots \wedge\left(\frac{\partial}{\partial x^{i_{n}}}\left(\alpha_{j_{1} \ldots j_{p-1}}\left(s, \xi_{t, s}(x)\right)\right) d x^{i_{n}}\right) \wedge \\
& \ldots \wedge\left(\frac{\partial y^{l_{p}}}{\left.\partial x^{i_{p}} d x^{i_{p}}\right)}\right. \\
&=\frac{1}{p!} \sum_{n=1}^{p} \delta_{l_{1} \ldots \hat{l}_{n} \ldots l_{p}}^{j_{1} \ldots j_{p-1}} d\left(\alpha_{j_{1} \ldots j_{p-1}}(s) \circ \xi_{t, s}(x)\right) \wedge d y^{l_{1}} \wedge \ldots \wedge \widehat{d y^{l_{n}}} \wedge \ldots \wedge d y^{l_{p}} \\
&= \frac{1}{(p-1)!} \delta_{l_{1} \ldots l_{p-1}}^{j_{1} \ldots j_{p-1}} d\left(\alpha_{j_{1} \ldots j_{p-1}}(s) \circ \xi_{t, s}(x)\right) \wedge d y^{l_{1}} \wedge \ldots \wedge d y^{l_{p-1}} \\
&= \frac{1}{(p-1)!} \delta_{l_{1} \ldots l_{p-1}}^{j_{1} \ldots j_{p-1}} d\left(\alpha_{j_{1} \ldots j_{p-1}}(s) \circ \xi_{t, s}(x)\right) \wedge d \xi_{t, s}^{l_{1}}(x) \wedge \ldots \wedge d \xi_{t, s}^{l_{p-1}}(x) \\
&=d\left(\alpha_{l_{1} \ldots l_{p-1}}(s) \circ \xi_{t, s}(x)\right) \wedge d \xi_{t, s}^{l_{1}}(x) \wedge \ldots \wedge d \xi_{t, s}^{l_{p-1}}(x) .
\end{aligned}
$$

In the last line of the previous equation, we have used the following identity,

$$
\frac{1}{(p-1)!} \delta_{l_{1} \ldots l_{p-1}}^{j_{1} \ldots j_{p-1}} \alpha_{j_{1} \ldots j_{p-1}}=\alpha_{l_{1} \ldots l_{p-1}},
$$

which is justified because $\alpha_{j_{1} \ldots j_{p-1}}$ is skew-symmetric. This ends the proof.
Proof of Corollary 2. We start by showing formula (16). Using the commutation property between the exterior derivative and the pullback operator (i.e., $\xi^{*} d \alpha=d \xi^{*} \alpha$ ) and the homomorphism $\left(\xi_{t, s}\right)^{*}$ on the graded algebra $\Lambda^{p}(M)$ (i.e., $\left.\xi^{*}(\alpha \wedge \beta)=\xi^{*} \alpha \wedge \xi^{*} \beta\right)$, the integration of the generalized Cauchy invariants Eq. (14) on a $p$-chain $c$ gives

$$
\begin{aligned}
\int_{c} \beta_{t}(x) & =\int_{c} d\left(\alpha_{i_{1} \ldots i_{p-1}}(s) \circ \xi_{t, s}(x)\right) \wedge d \xi_{t, s}^{i_{1}}(x) \wedge \ldots \wedge d \xi_{t, s}^{i_{p-1}}(x) \\
& =\int_{c} d\left(\left(\xi_{t, s}\right)^{*} \alpha_{i_{1} \ldots i_{p-1}}(s, y)\right) \wedge d\left(\left(\xi_{t, s}\right)^{*} y^{i_{1}}\right) \wedge \ldots \wedge d\left(\left(\xi_{t, s}\right)^{*} y^{i_{p-1}}\right) \\
& =\int_{c}\left(\xi_{t, s}\right)^{*}\left(d \alpha_{i_{1} \ldots i_{p-1}}(s, y) \wedge d y^{i_{1}} \wedge \ldots \wedge d y^{i_{p-1}}\right) \\
& =\int_{c}\left(\xi_{t, s}\right)^{*} d \alpha_{s}(y)=\int_{c}\left(\xi_{t, s}\right)^{*} \beta_{s}(y)=\int_{\xi_{t, s}(c)} \beta_{s}(y)
\end{aligned}
$$

where in the last equality we have used the theorem of change of variables (see, e.g., Theorem 7.1.7 in [3]). This proves formula (16). We continue with the proof of formula (15). Using the Stokes theorem on chains (see, e.g., Theorem 7.2.25 in [3]), we obtain

$$
\begin{aligned}
\oint_{\partial c} \alpha_{t}(x) & =\int_{c} d \alpha_{t}(x)=\int_{c} \beta_{t}(x) \\
& =\int_{c} d\left(\alpha_{i_{1} \ldots i_{p-1}}(s) \circ \xi_{t, s}(x)\right) \wedge d \xi_{t, s}^{i_{1}}(x) \wedge \ldots \wedge d \xi_{t, s}^{i_{p-1}}(x) \\
& =\int_{c} d\left(\alpha_{i_{1} \ldots i_{p-1}}(s) \circ \xi_{t, s}(x) d \xi_{t, s}^{i_{1}}(x) \wedge \ldots \wedge d \xi_{t, s}^{i_{p-1}}(x)\right) \\
& =\oint_{\partial c} \alpha_{i_{1} \ldots i_{p-1}}(s) \circ \xi_{t, s}(x) d \xi_{t, s}^{i_{1}}(x) \wedge \ldots \wedge d \xi_{t, s}^{i_{p-1}}(x)
\end{aligned}
$$

$$
=\oint_{\partial c}\left(\xi_{t, s}\right)^{*} \alpha_{s}(y)=\oint_{\xi_{t, s}(\partial c)} \alpha_{s}(y),
$$

which ends the proof of (15).
Proof of Theorem 1. We begin by showing the sufficient condition. The idea of the proof is to evaluate the expectation of the difference $\beta_{t}-\left(\xi_{t, s}\right)^{*} \beta_{s}$ by using the Itô's second formula for the pullback operator $\left(\xi_{t, s}\right)^{*}$ acting on $p$-forms (see Section III. 4 of [108] or Section 4.9 of [109]), where the associated flow $\xi_{t, s}$ is the unique solution of the backward Stratonovich's stochastic differential Eq. (8). From hypotheses of Theorem 1, and using Theorems III.4.1 and III.4.3 of [108], or Theorem 4.9.3 and Corollary 4.9.4 of [109] (see also $[106,114]$ ), the Itô's second formula gives,

$$
\begin{align*}
\beta_{t}-\left(\xi_{t, s}\right)^{*} \beta_{s}= & -\left(\left(\xi_{t, s}\right)^{*} \beta_{s}-\left(\xi_{t, t}\right)^{*} \beta_{t}\right) \\
= & -\left(-\int_{s}^{t} \mathrm{~d} r\left(\xi_{t, r}\right)^{*} \partial_{r} \beta_{r}-\int_{s}^{t} \mathrm{~d} r\left(\xi_{t, r}\right)^{*}\left(£_{V_{0}(r)} \beta_{r}\right)\right. \\
& \quad-\sum_{\ell=1}^{m} \int_{s}^{t}\left(\xi_{t, r}\right)^{*}\left(£_{V_{\ell}(r)} \beta_{r}\right) \mathrm{d} W^{\ell}(r) \\
& \left.\quad+\int_{s}^{t} \mathrm{~d} r\left(\xi_{t, r}\right)^{*}\left(\frac{1}{2} \sum_{\ell=1}^{m} £_{V_{\ell}(r)} £_{V_{\ell}(r)} \beta_{r}\right)\right) \\
= & \sum_{\ell=1}^{m} \int_{s}^{t}\left(\xi_{t, r}\right)^{*}\left(£_{V_{\ell}(r)} \beta_{r}\right) \hat{\mathrm{d}} W^{\ell}(r) \\
& +\int_{s}^{t} \mathrm{~d} r\left(\xi_{t, r}\right)^{*}\left(\partial_{r} \beta_{r}+£_{V_{0}(r)} \beta_{r}-\frac{1}{2} \sum_{\ell=1}^{m} £_{V_{\ell}(r)} £_{V_{\ell}(r)} \beta_{r}\right) . \tag{21}
\end{align*}
$$

Since we have the following martingale property,

$$
\begin{equation*}
\mathbb{E}\left[\int_{s}^{t} \sum_{\ell=1}^{m}\left(\xi_{t, r}\right)^{*}\left(£_{V_{\ell}(r)} \beta_{r}\right) \hat{\mathrm{d}} W^{\ell}(r)\right]=0, \tag{22}
\end{equation*}
$$

if now we assume that, under assumptions (H1)-(H3), $\beta \in L^{\infty}\left([0, T], \mathscr{C}^{2, \mu} \Lambda^{p}(M)\right) \cap \operatorname{Lip}\left([0, T], \mathscr{C}^{0, \mu} \Lambda^{p}(M)\right)$ satisfies the equation,

$$
\begin{equation*}
\left.\left.\partial_{t} \beta_{t}+£_{V_{0}(t)} \beta_{t}-\frac{1}{2} \sum_{\ell=1}^{m} £_{V_{\ell}(t)} £_{V_{\ell}(t)} \beta_{t}=0, \quad \text { on } \quad M, \quad t \in\right] 0, T\right], \tag{23}
\end{equation*}
$$

with initial condition $\beta_{0}=\beta_{\text {in }} \in \mathscr{C}^{2, \mu} \Lambda^{p}(M)$, then we obtain from the expectation of (21), $\beta_{t}=\mathbb{E}\left[\left(\xi_{t, s}\right)^{*} \beta_{s}\right]$. On the one hand, we have $\mathbb{E}\left[\left(\xi_{t, s}\right)^{*} \beta_{s}\right]=\mathbb{E}\left[\left(\xi_{s, t}\right)_{*} \beta_{s}\right]$, and on the other hand, following the proof of Theorem 2, we have the algebraic identity, $\left(\xi_{s, t}\right)_{*} \beta_{s}=d\left(\alpha_{i_{1}, \ldots, i_{p-1}}(s) \circ \xi_{t, s}\right) \wedge d \xi_{t, s}^{i_{1}} \wedge \cdots \wedge d \xi_{t, s}^{i_{p-1}}$, since $\beta_{s}=d \alpha_{s}$ (for all $s \in[0, T]$ ) and because, from Proposition 1, the stochastic flow $\xi_{s, t}$ is sufficiently smooth in the space variable for all times $0 \leq s \leq t \leq T$ (at least $\xi_{s, t} \in \mathscr{C}\left([0, T] \times[0, T] ; \mathscr{C}^{1, \mu}(M)\right.$ ), with $\left.0<\mu<\gamma<1\right)$. Therefore, we obtain

$$
\begin{equation*}
\beta_{t}=\mathbb{E}\left[d\left(\alpha_{i_{1}, \ldots, i_{p-1}}(s) \circ \xi_{t, s}\right) \wedge d \xi_{t, s}^{i_{1}} \wedge \cdots \wedge d \xi_{t, s}^{i_{p-1}}\right] . \tag{24}
\end{equation*}
$$

We now show the necessary condition. Reciprocally, we assume (24), that is, $\beta_{t}=\mathbb{E}\left[\left(\xi_{t, s}\right)^{*} \beta_{s}\right]$, for all $0 \leq s \leq t \leq T$, where $\beta_{0}=\beta_{\text {in }}=d \alpha_{\text {in }} \in \mathscr{C}^{2, \mu} \Lambda^{p}(M)$ (or $\alpha_{\text {in }} \in \mathscr{C}^{3, \mu} \Lambda^{p}(M)$ ) and where the stochastic flow of diffeomorphisms $\xi_{t, s} \in \mathscr{C}\left([0, T] \times[0, T] ; \mathscr{C}^{k, \mu}(M)\right)$, with $k \geq 3$ and $0<\mu<\gamma<1$, is the unique regular solution of the backward Stratonovich's stochastic differential Eq. (8), with hypotheses (H1) - (H3) as in Theorem 1. In particular, we have

$$
\begin{equation*}
\beta_{t}=\mathbb{E}\left[d\left(\alpha_{0} i_{1}, \ldots, i_{p-1} \circ \xi_{t, 0}\right) \wedge d \xi_{t, 0}^{i_{1}} \wedge \cdots \wedge d \xi_{t, 0}^{i_{p-1}}\right]=\mathbb{E}\left[\left(\xi_{t, 0}\right)^{*} \beta_{0}\right] . \tag{25}
\end{equation*}
$$

Since $\beta_{0}=d \alpha_{0} \in \mathscr{C}^{2, \mu} \Lambda^{p}(M)$ and $d \xi_{t, 0}^{i} \in \mathscr{C}\left([0, T] ; \mathscr{C}^{k-1, \mu}(M)\right)$, with $k \geq 3$, we then obtain from (25), $\beta \in \mathscr{C}\left([0, T], \mathscr{C}^{2, \mu} \Lambda^{p}(M)\right)$. Moreover, we have $\beta \in \operatorname{Lip}\left([0, T], \mathscr{C}^{0, \mu} \Lambda^{p}(M)\right)$. Indeed, for any $\eta \in \mathscr{C}^{2, \mu} \Lambda^{p}(M)$, the Itô's first formula (see, e.g., Theorem III.4.1 of [108]) gives

$$
\begin{align*}
& \left(\xi_{t, s}\right)^{*} \eta-\eta= \\
& \quad-\sum_{\ell=1}^{m} \int_{s}^{t} £_{V_{\ell}(r)}\left(\left(\xi_{r, s}\right)^{*} \eta\right) \mathrm{d} W^{\ell}(r)+\int_{s}^{t} \mathrm{~d} r\left(\frac{1}{2} \sum_{\ell=1}^{m} £_{V_{\ell}(r)} £_{V_{\ell}(r)}-£_{V_{0}(r)}\right)\left(\xi_{r, s}\right)^{*} \eta . \tag{26}
\end{align*}
$$

Using (25), and the martingale property,

$$
\mathbb{E}\left[\sum_{\ell=1}^{m} \int_{0}^{t} £_{V_{\ell}(r)}\left(\left(\xi_{r, 0}\right)^{*} \beta_{0}\right) \mathrm{d} W^{\ell}(r)\right]=0
$$

the expectation of (26), where we take $s=0$ and $\eta=\beta_{0}$, gives

$$
\begin{equation*}
\beta_{t}-\beta_{0}=\int_{0}^{t} \mathrm{~d} r\left(\frac{1}{2} \sum_{\ell=1}^{m} £_{V_{\ell}(r)} £_{V_{\ell}(r)}-£_{V_{0}(r)}\right) \beta_{r} . \tag{27}
\end{equation*}
$$

From assumption (H2) and $\beta \in \mathscr{C}\left([0, T], \mathscr{C}^{2, \mu} \Lambda^{p}(M)\right)$, the integrand of the time integral in the right-hand side of (27) is integrable in time since it belongs to $L^{\infty}\left([0, T], \mathscr{C}^{0, \mu} \Lambda^{p}(M)\right)$. Therefore, Eq. (27) is well defined and proves immediately that $\beta \in \operatorname{Lip}\left([0, T], \mathscr{C}^{0, \mu} \Lambda^{p}(M)\right)$ with $\lim _{t \rightarrow 0} \beta_{t}=\beta_{0}=\beta_{\text {in }}$ in $\mathscr{C}([0, T] \times M)$. We are now ready to prove (23) from (24). From (24), i.e., $\beta_{t}=\mathbb{E}\left[\left(\xi_{t, s}\right)^{*} \beta_{s}\right]$, by using the Itô's second formula (21) and the martingale property (22), we obtain

$$
\begin{equation*}
0=\frac{\beta_{t}-\mathbb{E}\left[\left(\xi_{t, s}\right)^{*} \beta_{s}\right]}{t-s}=\mathbb{E}\left[\frac{1}{t-s} \int_{s}^{t} \mathrm{~d} r\left(\xi_{t, r}\right)^{*}\left(\partial_{r} \beta_{r}+£_{V_{0}(r)} \beta_{r}-\frac{1}{2} \sum_{\ell=1}^{m} £_{V_{\ell}(r)} £_{V_{\ell}(r)} \beta_{r}\right)\right] . \tag{28}
\end{equation*}
$$

From $\beta \in \mathscr{C}\left([0, T], \mathscr{C}^{2} \Lambda^{p}(M)\right) \cap \operatorname{Lip}\left([0, T], \mathscr{C}^{0, \mu} \Lambda^{p}(M)\right)$ and assumption (H2), the integrand of the time integral in (28) is Lebesgue-integrable in time on the time interval $[0, T]$, with values in $\mathscr{C}^{0, \mu} \Lambda^{p}(M)$. Therefore, using the Lebesgue differentiation theorem (see, e.g., Corollary 1 in $\S 1.3$ of Chapter I of [156]) we can pass to the limit $s \rightarrow t$ in (28), and we obtain Eq. (23) with the initial condition $\beta_{0}=\beta_{\text {in }}$. We can also obtain (23) from (27). Indeed, substracting (27) to itself after substituting $s$ to $t$, we can pass to the limit $s \rightarrow t$ in the result by using $\beta \in \mathscr{C}\left([0, T], \mathscr{C}^{2} \Lambda^{p}(M)\right) \cap \operatorname{Lip}\left([0, T], \mathscr{C}^{0, \mu} \Lambda^{p}(M)\right)$ and assumption (H2). The limit gives (23), which ends the proof of Theorem 1.

Proof of Corollary 1. Substituting to the generalized Cauchy invariants Eq. (14) the statistical generalized Cauchy invariants Eq. (10), the proof Corollary 1 is the same as the proof of Corollary 2.

## 3. First application: Lagrangian formulation of non-ideal hydrodynamic and magnetohydrodynamic models

Here, we show how our general result, namely Theorem 1, can be used to obtain novel (stochastic) Lagrangian formulations for hydrodynamic and magnetohydrodynamic dissipative flows. For this, we first need to link the sum of squares of Lie derivative operators to the Hodge-De Rham Laplacian operator, by embedding a closed manifold $M$ isometrically as a submanifold of some Euclidean space. This first task is achieved in Section 3.1, where the concept of gradient Brownian systems is introduced [49-54]. In Section 3.2, we recover and generalize the result of Constantin-Iyer [37,38] for the 3-dimensional incompressible Navier-Stokes equations on the Euclidean space. In Sections 3.3 and 3.4, we use Theorem 1 for magnetohydrodynamic flows in order to obtain new Lagrangian formulations of the non-ideal incompressible extended MHD equations and of the non-ideal two-fluid model respectively.

### 3.1. Gradient Brownian systems and diffusion by embeddings

Let $M$ be a Riemannian manifold satisfying hypothesis (H1). Let $\mathfrak{e}: M \rightarrow \mathbb{R}^{m}$ be a $\mathscr{C}^{\text {p}}$-isometric embedding of $M$ into the Euclidean space $\mathbb{R}^{m}$ with $m \geq n$, given by $\mathfrak{e}=\left(\mathfrak{e}_{1}(x), \ldots, \mathfrak{e}_{m}(x)\right)$. For the definition of (isometric) embeddings, the reader can consult, e.g., [3,22,43]. The existence of such an isometric embedding is ensured by the Nash isometric embedding theorem, namely Theorem 2 of [135] (see also Theorem 4.34 of [12]). For more details on the embedding problem in differential geometry, we refer the reader to some original papers [134,135,163,164], and also to some textbooks [3,12,22,43]. Let $\mathcal{P}(x): \mathbb{R}^{m} \rightarrow T_{x} M$ be the orthogonal projection of $\mathbb{R}^{m}$ onto the tangent space of $M$ at the point $x$, considered as a subset of $\mathbb{R}^{m}$ by using the tangent map $T \mathfrak{e}(x)$ as an identification. Indeed, the injective linear map $d \mathfrak{e}(x): T_{x} M \rightarrow \mathbb{R}^{m}$ is defined by using the tangent map $T \mathfrak{e} \in \mathcal{L}\left(T_{x} M, \mathbb{R}^{m}\right)$, which is given, in the local coordinate $x$, by a matrix with entries $(T \mathfrak{e}(x))_{i j}=\partial \mathfrak{e}_{i}(x) / \partial x^{j}$, for $i=1, \ldots, m$, and $j=1, \ldots, n$. Note that the map $d \mathfrak{e}(x)$ is also the pushforward of vectors of $T_{x} M$ onto the tangent space $T_{\mathfrak{e}(x)} \mathbb{R}^{m}=\mathbb{R}^{m}$. Using the notation $d \mathfrak{e}^{*}(x)=(d \mathfrak{e}(x))^{*}$ for the adjoint map of $d \mathfrak{e}(x)$, the adjoint map $(d \mathfrak{e}(x))^{*}: \mathbb{R}^{m} \rightarrow T_{x}^{*} M$ is defined by duality through the following standard relation: $\left(d \mathfrak{e}^{*}(x) e\right)(X)=(d \mathfrak{e}(x) X)(e)$, for all $X \in T_{x} M$, and for all $e \in \mathbb{R}^{m}$. Let $\left\{e_{1}, \ldots, e_{m}\right\}$ be an orthonormal basis of $\mathbb{R}^{m}$, we then define $p_{\ell}(x) \in T_{x}^{*} M$ by $p_{\ell}(x):=d \mathfrak{e}^{*}(x) e_{\ell}$, and $\mathcal{P}_{\ell}(x) \in T_{x} M$, by $\mathcal{P}_{\ell}(x):=\left(p_{\ell}(x)\right)^{\sharp}$ (see Notation 1). Then, for all $X \in T_{x} M$, we obtain by duality,

$$
\begin{aligned}
p_{\ell}(x)(X) & =\left(d \mathfrak{e}^{*}(x) e_{\ell}\right)(X)=(d \mathfrak{e}(x) X)\left(e_{\ell}\right)=d \mathfrak{e}_{\ell}(x)(X) \\
& =\left\langle\operatorname{grad} \mathfrak{e}_{\ell}(x), X\right\rangle_{T_{x} M}=\left\langle\left(p_{\ell}(x)\right)^{\sharp}, X\right\rangle_{T_{x} M} .
\end{aligned}
$$

Therefore, we obtain

$$
\begin{equation*}
\mathcal{P}_{\ell}(x)=\operatorname{grad} \mathfrak{e}_{\ell}(x)=g^{i j}(x) \frac{\partial \mathfrak{e}_{\ell}}{\partial x^{j}}(x) \frac{\partial}{\partial x^{i}}, \quad x \in M, \quad \ell=1, \ldots, m . \tag{29}
\end{equation*}
$$

This is why the system $\left\{\mathcal{P}_{\ell}, W^{\ell}\right\}_{\ell=1}^{m}$ is often called a gradient Brownian system [49].
We next present a simple and fundamental example, which is the isometric embedding of the $n$ dimensional sphere $\mathbb{S}^{n}$ into the Euclidean space $\mathbb{R}^{n+1}$ (see, e.g., $[60,91]$ ).

Example 1 (Embedding of the $n$-Dimensional Sphere $\mathbb{S}^{n}$ Into $\mathbb{R}^{n+1}$ ). If $\mathbb{S}^{n}$ is the sphere of dimension $n$, then its tangent space $T \mathbb{S}_{x}^{n}$ can be identified with

$$
T \mathbb{S}_{x}^{n}=\left\{v \in \mathbb{R}^{n+1} \mid\langle v, x\rangle_{\mathbb{R}^{n+1}}=0\right\} .
$$

The standard embedding of the sphere $\mathbb{S}^{n}$ into $\mathbb{R}^{n+1}$ is characterized by the following orthogonal projection $\mathcal{P}(x): \mathbb{R}^{n+1} \rightarrow T \mathbb{S}_{x}^{n}$, defined by

$$
\mathcal{P}(x) w=w-\langle w, x\rangle_{\mathbb{R}^{n+1}} x, \quad w \in \mathbb{R}^{n+1} .
$$

Let $\left\{e_{1}, \ldots, e_{n+1}\right\}$ be an orthogonal basis of $\mathbb{R}^{n+1}$, then

$$
\mathcal{P}_{\ell}(x)=e_{\ell}-\left\langle e_{\ell}, x\right\rangle_{\mathbb{R}^{n+1}} x=e_{\ell}-x_{\ell} x .
$$

In other words, for each $x \in M, \mathcal{P}(x) \in \mathcal{L}\left(\mathbb{R}^{n+1} ; T \mathbb{S}_{x}^{n}\right)$ is a linear map from $\mathbb{R}^{n+1}$ to $T \mathbb{S}_{x}^{n}$, which can be represented by a square matrix with the following entries,

$$
\mathcal{P}_{i j}(x)=\delta_{i j}-x_{i} x_{j}, \quad i, j \in\{1, \ldots, n+1\}, \quad \forall x \in \mathbb{S}^{n} \subset \mathbb{R}^{n+1}
$$

We end this section by recalling a lemma on the Hodge-De Rham Laplacian operator for p-forms on manifolds, which is important for the applications that we develop below.

Lemma 1 (The Hodge-De Rham Laplacian in Terms of Isometric Embeddings). Let $M$ be a Riemannian manifold satisfying hypothesis (H1). Let $\mathfrak{e}: M \rightarrow \mathbb{R}^{m}$ be a $\mathscr{C}^{\mathfrak{p}}$-isometric embedding of $M$ into $\mathbb{R}^{m}$ with $m \geq n$, whose existence is ensured by the Nash isometric embedding theorem (Theorem 2 of [135]). Let

$$
\left\{\begin{array}{rll}
\mathcal{P}(x): \mathbb{R}^{m} & \longrightarrow & T_{x} M \\
X & \longrightarrow & \mathcal{P}(x) X,
\end{array}\right.
$$

be the orthogonal projection of $\mathbb{R}^{m}$ into $T_{x} M$, for all $x \in M$, given by $\mathcal{P}_{\ell}=\operatorname{grad} \mathfrak{e}_{\ell}$, with $\ell \in\{1, \ldots, m\}$. Then, for any $\beta \in \mathscr{C}^{2} \Lambda^{p}(M)$,

$$
\begin{equation*}
\Delta_{\mathrm{H}} \beta=\sum_{\ell=1}^{m} £_{\mathcal{P}_{\ell}} £_{\mathcal{P}_{\ell}} \beta, \tag{30}
\end{equation*}
$$

with $\Delta_{\mathrm{H}}:=-\left(d d^{*}+d^{*} d\right)$, the Hodge-De Rham Laplacian.
Proof. The proof can be found in Addendum C4 of [50], or in Appendix of [54] or else in Section 2.3 of [52] (see also [10,60] and Section 4.2 of [157]).

Remark 7 (What is the Right Laplacian on Riemannian Manifolds?). Note that for diffusive equations on manifolds, which involve a Laplacian, the question of which is the right Laplacian to use is not always obvious, especially since this choice can strongly impact the properties and the mathematical analysis of such equations. We refer the reader to $[10,35,47,60,128,139,159]$ for such a problem in the case of the Navier-Stokes equations. There are at least two standard Laplacian operators for $p$-forms on manifolds. The first one is the Hodge-De Rham operator defined in Lemma 1. The second one, called the Laplace-Beltrami operator (when it acts on scalar function) or the Bochner Laplacian (when it acts on vector fields), is defined by $\Delta_{\mathrm{B}}:=-\nabla^{*} \nabla=g^{i j} \nabla_{i} \nabla_{j}$, where $\nabla^{*}$ is the adjoint of $\nabla$ (see, e.g., [159]). These two Laplacians are related by the Weitzenböck formula, which has the following generic form $\Delta_{\mathrm{H}}=\Delta_{\mathrm{B}}$ - Ric, where the term Ric contains Ricci curvature terms (see, e.g., $[50,52,54,159]$ ). Ebin and Marsden suggest at the end of their paper [47] that for the Navier-Stokes equations on Riemannian manifolds the natural Laplacian should be -2 Def $^{*}$ Def $=\Delta_{\mathrm{H}}+2$ Ric $-d d^{*}$, where Def is the deformation operator and Def* its adjoint (for more details see $[128,159])$. From our general framework of Section 2, which includes the Navier-Stokes equations as a particular case (see Section 3.2 below), we observe that the natural Laplacian for the Navier-Stokes equations is the Hodge-De Rham Laplacian. Of course, in $\mathbb{R}^{n}$ all these Laplacians coincide with the standard Laplacian in $\mathbb{R}^{n}$.

Remark 8 (Extrinsic Versus Intrinsic Representation of the Brownian Motion). The study of stochastic differential equations on manifolds by embeddings is usually called an extrinsic method because it depends on the embedding of $M$ into some Euclidean space $\mathbb{R}^{m}$. In such a representation, the Brownian motion on $M$ is constructed by the projection on the tangent space (of $M$ ) of an Euclidean Brownian motion of dimension $m$, which is in general larger than the dimension $n$ of the manifold $M$, whereas we expect that on $M$, the Brownian motion should still be intrinsically a $n$-dimensional object. There exist two other different but equivalent representations of the Brownian motion to study stochastic differential equations on manifolds. The second one, called intrinsic representation, makes use of the concepts of horizontal lift and stochastic development, which are central concepts in the Eells-Elworthy-Malliavin [48,91,92,123] construction of the $n$-dimensional Brownian motion on Riemannian manifolds. In such a construction of the Brownian motion as a $n$-dimensional object, a stochastic path or curve on $M$ can be lifted to an horizontal curve (of frames) in the frame bundle of $M$ by solving deterministic ordinary differential equations. To this horizontal curve (called stochastic development) corresponds uniquely a curve (called anti-development) in the Euclidean space of the same dimension (for instance $n$ ) where the standard $n$-dimensional Brownian motion is used. Therefore, there is a one-to-one correspondence between the set of curves on the manifold $M$ of dimension
$n$ and their anti-developments in the Euclidean space of the same dimension. The third representation is a local representation based on a well chosen coordinate system (collection of charts or atlas). Even if intrinsic representation appears more elegant and compact, for some precise mathematical analysis or numerical computations, for which local calculations are unavoidable, the extrinsic representation such as the local coordinates or the (global) embedding method seems more judicious.

### 3.2. The incompressible Navier-Stokes equations

### 3.2.1. The case of the flat torus $\mathbb{T}^{3}$

Here, we aim at applying Theorem 1 to the incompressible Navier-Stokes equations, written in terms of the vorticity vector $\omega(t, x)=\nabla \times u(t, x)$, where $u(t, x)$ is the divergence-free velocity vector field governed by the standard incompressible Navier-Stokes equations. The Navier-Stokes equations is posed on the 3 -dimensional flat torus $\mathbb{T}^{3}$, which is equipped with the canonical orthonormal basis $\left\{e_{i}\right\}_{i=1,2,3}$. In Theorem 1 , we take $m=3, V_{0}(t, x)=u(t, x) \in \mathbb{R}^{3}$, and $V_{\ell}(t, x)=\sqrt{2 \nu} e_{\ell}$, with $\ell \in\{1,2,3\}$, and $\nu$ the viscosity parameter. Using Notation 1 , we consider the vorticity 2 -form $\omega:=d u^{b}$, which is linked to the vorticity vector $\omega$ by the relation $\omega=*\left(\omega^{b}\right)$ or $\omega=(* \omega)^{\sharp}$ (see, e.g., [20]) and we take in Eq. (9) of Theorem 1 the 2 -form $\beta=\omega$. Since $\nu$ is a constant parameter, we obtain $\frac{1}{2} \sum_{\ell=1,2,3} £_{\sqrt{2 \nu} e_{\ell}}^{2} \omega=\nu \Delta \omega$ in (9), which is the standard Laplacian appearing in the Navier-Stokes equations, while the Lie-advected term is $£_{u} \omega$. Therefore, we obtain the Navier-Stokes equations in terms of the vorticity 2 -form $\omega$, namely, $\partial_{t} \omega+£_{u} \omega-\nu \Delta \omega=0$. Since we have the commutation relation $\left[\sharp *, £_{X}\right]=0$ (here $\sharp \equiv(\cdot)^{\sharp}$, see Notation 1 ) where $X$ is a divergence-free vector field (see Appendix A. 6 of [20]), the vorticity vector $\omega$ satisfies the same equation as the vorticity 2 -form $\omega$, i.e.,

$$
\begin{equation*}
\partial_{t} \omega+£_{u} \omega-\nu \Delta \omega=\partial_{t} \omega+\nabla(\omega \times u)-\nu \Delta \omega=\partial_{t} \omega+u \cdot \nabla \omega-\omega \cdot \nabla u-\nu \Delta \omega=0 . \tag{31}
\end{equation*}
$$

Since the viscosity is a constant parameter, the backward Stratonovich's stochastic differential Eq. (8) reduces to the backward Itô's stochastic differential Eq. (32), where $W(t)$ denotes a 3-dimensional Brownian motion. Observing that in the backward Itô's stochastic differential Eq. (32) the stochastic term $\sqrt{2 \nu} \hat{\mathrm{~d}} W(s)$ does not depend on the spatial variable $x$, we obtain that any spatial derivative of Eq. (32) gives a deterministic equation, for instance $\nabla \dot{\xi}_{t, s}^{i}(x)=\nabla\left(u^{i}\left(s, \xi_{t, s}(x)\right)\right), \forall i \in\{1,2,3\}$, where the dot notation corresponds to the time derivative with respect to the second time argument, viz. $s$. Using this observation, the statistical generalized Cauchy invariants Eq. (10), written in terms of the vorticity vector $\omega$ instead of its 2 -form $\omega$, becomes Eq. (33), because the exterior derivative $d$ (resp. the exterior product $\wedge$ between forms) becomes the standard Euclidean gradient $\nabla$ (resp. the cross product $\times$ between vectors). Therefore, for the 3 -dimensional flat torus $\mathbb{T}^{3}$, the application of Theorem 1 gives the following Lagrangian formulation for the incompressible Navier-Stokes equations on $\mathbb{T}^{3}$ : for all $s$ such that $0 \leq s \leq t \leq T$, and for all $x \in \mathbb{T}^{3}$,

$$
\begin{align*}
& \hat{\mathrm{d}} \xi_{t, s}(x)=u\left(s, \xi_{t, s}(x)\right) \mathrm{d} s+\sqrt{2 \nu} \hat{\mathrm{~d}} W(s),  \tag{32}\\
& \omega(t, x)=\sum_{i=1,2,3} \mathbb{E}\left[\nabla \dot{\xi}_{t, s}^{i}(x) \times \nabla \xi_{t, s}^{i}(x)\right],  \tag{33}\\
& \nabla \times u=\omega, \quad \nabla \cdot u=0 . \tag{34}
\end{align*}
$$

Of course, the system (32)-(34) should be completed with an initial condition that we can take at the time $t=0$ and which can be either an initial divergence-free velocity vector field $u_{0}$, with $\nabla \cdot u_{0}=0$, or an initial vorticity $\omega_{0}$, with $\nabla \cdot \omega_{0}=0$. In fact, the formulation (32)-(34) is equivalent to the Constantin-Iyer formulation $[37,38]$ given by

$$
\begin{align*}
& \hat{\mathrm{d}} \xi_{t, s}(x)=u\left(s, \xi_{t, s}(x)\right) d s+\sqrt{2 \nu} \hat{\mathrm{~d}} W(s), \quad 0 \leq s \leq t \leq T, \quad x \in \mathbb{T}^{3},  \tag{35}\\
& u(t, x)=\mathbb{E} \mathbb{P}\left[\nabla \xi_{t, s}(x) u(s) \circ \xi_{t, s}(x)\right], \tag{36}
\end{align*}
$$

where $\mathbb{P} \equiv \operatorname{Id}-\nabla \Delta^{-1} \nabla$. is the Leray-Hodge projection on divergence-free vector field. Indeed, after some algebra we obtain,

$$
\begin{align*}
\omega(t, x) & =\nabla \times u(t, x)=\nabla \times \mathbb{E} \mathbb{P}\left[\nabla \xi_{t, s}(x) u(s) \circ \xi_{t, s}(x)\right] \\
& =\mathbb{E}\left[\left(D \xi_{t, s}(x)\right)^{-1} \omega(s) \circ \xi_{t, s}(x)\right]  \tag{37}\\
& =\sum_{i=1,2,3} \mathbb{E}\left[\nabla \dot{\xi}_{t, s}^{i}(x) \times \nabla \xi_{t, s}^{i}(x)\right] \tag{38}
\end{align*}
$$

where the dot notation stands for the time derivative with respect to the second time argument, namely $s$. Here, we should make a remark about three different but equivalent (at least for smooth solutions) formulations of the incompressible Euler equations. Putting aside the random aspect and the expectation $\mathbb{E}$, Eq. (36) is known as the Weber's formulation of the incompressible Euler equation, while Eqs. (37) and (38) are known respectively as the Cauchy vorticity formula and the Cauchy invariants equation. In fact, the Cauchy invariants equation and the Cauchy vorticity formula, which are different but equivalent formulations of the incompressible Euler equation, are Hodge duals of each other [20].

The application of Corollary 1 gives the statistical velocity-circulation conservation theorem and the statistical vorticity-flux conservation theorem, namely, for all $s$ such that $0 \leq s \leq t \leq T$,

$$
\oint_{\mathcal{C}} u(t, x) \cdot d \mathcal{C}(x)=\mathbb{E}\left[\oint_{\xi_{t, s}(\mathcal{C})} u(s, y) \cdot d \mathcal{C}(y)\right],
$$

and

$$
\int_{\mathcal{S}} \omega(t, x) \cdot d \mathcal{S}(x)=\mathbb{E}\left[\int_{\xi_{t, s}(\mathcal{S})} \omega(s, y) \cdot d \mathcal{S}(y)\right],
$$

where $\mathcal{C}$ (resp. $\mathcal{S}$ ) is any 1-dimensional closed curve (resp. 2-dimensional surface) and $d \mathcal{C}(x)$ (resp. $d \mathcal{S}(x)$ ) is the local infinitesimal line (resp. surface) measure on $\mathcal{C}$ (resp. $\mathcal{S}$ ).

### 3.2.2. The case of a closed manifold $M$

We now apply Theorem 1 to the incompressible Navier-Stokes equations on a $n$-dimensional smooth closed manifold $M$, written is terms of the vorticity 2 -form $\omega:=d u^{b}$ (see [20,47]), i.e.,

$$
\begin{equation*}
\partial_{t} \omega+£_{u} \omega-\nu \Delta_{\mathrm{H}} \omega=0, \tag{39}
\end{equation*}
$$

with $u$ the divergence-free velocity vector field such that $d^{*} u^{b}=0$. For this, we take in Theorem $1, \beta=\omega$, $V_{0}(t, x)=u(t, x) \in T_{x} M$, and $V_{\ell}(t, x)=\sqrt{2 \nu} \mathcal{P}_{\ell}(x) \in T_{x} M$, with $\ell \in\{1, \ldots, m\}, \nu$ the viscosity parameter, and $\mathcal{P}_{\ell}(x)=\operatorname{grad} \mathfrak{e}(x)$, where $\mathfrak{e}(x): M \rightarrow \mathbb{R}^{m}$ is a smooth isometric embedding of the manifold $M$ into $\mathbb{R}^{m}(m \geq n)$. Using Lemma 1 , we obtain that the term $\frac{1}{2} \sum_{1 \leq \ell \leq m} £_{\sqrt{2 \nu} \mathcal{P}_{\ell}(x)}^{2} \omega$ in Eq. (9) of Theorem 1 becomes the Hodge-De Rham Laplacian $\nu \Delta_{\mathrm{H}} \omega$ appearing in the incompressible Navier-Stokes equations. Therefore, we obtain the following Lagrangian formulation for the Eulerian formulation of the incompressible Navier-Stokes Eqs. (39) on a $n$-dimensional smooth closed manifold $M$ : for all $s$ such that $0 \leq s \leq t \leq T$, for all $x \in M$, and for all $f \in \mathscr{C}^{3}(M)$,

$$
\begin{align*}
& f\left(\xi_{t, s}(x)\right)=f(x)-\int_{s}^{t} \mathrm{~d} r u(r) f\left(\xi_{t, r}(x)\right)-\sqrt{2 \nu} \sum_{\ell=1}^{m} \int_{s}^{t} \mathcal{P}_{\ell} f\left(\xi_{t, r}(x)\right) \circ \hat{\mathrm{d}} W^{\ell}(r),  \tag{40}\\
& \omega(t, x)=\mathbb{E}\left[d\left(u_{i}^{b}(s) \circ \xi_{t, s}(x)\right) \wedge d \xi_{t, s}^{i}(x)\right],  \tag{41}\\
& d u^{b}=\omega, \quad d^{*} u^{b}=0, \tag{42}
\end{align*}
$$

where $u^{b}$ is the velocity 1 -form associated with the velocity vector-field $u$ (see Notation 1). The system (40)-(42) should be completed with an initial condition that we can take at the time $t=0$ and which can be
either an initial divergence-free velocity vector field $u_{0}$, with $d^{*} u_{0}^{b}=0$, or an initial vorticity 2 -form $\omega_{0}$, with $d \omega_{0}=0$. The application of Corollary 1 still gives the statistical velocity-circulation conservation theorem and the statistical vorticity-flux conservation theorem, namely, for all $s$ such that $0 \leq s \leq t \leq T$, and any 2-chain $c$ of $M$,

$$
\oint_{\partial c} u_{t}^{b}=\mathbb{E}\left[\oint_{\xi_{t, s}(\partial c)} u_{s}^{b}\right], \quad \text { and } \quad \int_{c} \omega_{t}=\mathbb{E}\left[\int_{\xi_{t, s}(c)} \omega_{s}\right] .
$$

The stochastic Lagrangian formulation (40)-(42) is written in terms of the vorticity 2-form $\omega$. A different stochastic Lagrangian formulation, which only involves the velocity 1 -form $u^{b}$ and which is closer in spirit to the original forward-in-time Constantin-Iyer formulation using Weber's formula [37], can be found in [60].

### 3.3. The non-ideal incompressible extended MHD equations

In order to familiarize the reader with this model, we present here the incompressible extended MHD equations on $\mathbb{R}^{3}$, in the non-dissipative limit, which are derived from standard two-fluid theory of plasma physics (see Section 3.4) by neglecting the displacement current, imposing quasineutrality and carrying out a systematic expansion in the mass ratio $m_{e} / m_{i}$, where $m_{e}$ (resp. $m_{i}$ ) is the mass of electrons (resp. ions). The reader can consult Refs. [78,121] (see also [97]), where a detailed derivation of extended MHD from two-fluid theory is presented. Introducing the vector field

$$
B_{*}=B+d_{e}^{2} \nabla \times \nabla \times B
$$

the dimensionless incompressible extended MHD equations, which describe the dynamics of the divergencefree magnetic vector field $B=B(t, x)$ and velocity vector field $v=v(t, x)$, read [1,117],

$$
\begin{align*}
\partial_{t} v+(\nabla \times v) \times v & =-\nabla\left(p+\frac{1}{2}|v|^{2}\right)+(\nabla \times B) \times B_{*}-d_{e}^{2} \nabla\left(\frac{1}{2}|\nabla \times B|^{2}\right), \quad \nabla \cdot v=0,  \tag{43}\\
\partial_{t} B_{*}+\nabla \times\left(B_{*} \times v\right) & =-d_{i} \nabla \times\left((\nabla \times B) \times B_{*}\right)+d_{e}^{2} \nabla \times((\nabla \times B) \times(\nabla \times v)), \quad \nabla \cdot B=0, \tag{44}
\end{align*}
$$

where $p$ is the total pressure and where $d_{i}$ (resp. $d_{e}$ ) serves as the normalized ion (resp. electron) skin depth. In (43)-(44), setting $d_{e}=0$, we recover the Hall MHD equations, while imposing $d_{i}=0$, we retrieve the inertial MHD equation. Hence, extended MHD is a model that is endowed with both the Hall drift and electron inertia. Note that neither ideal nor Hall MHD are valid when one approaches length scales of the order of the electron skin depth. Hence, extended MHD constitutes a good physical model in this regime. There has been a great deal of attention in recent times focused on turbulence at small scales, i.e., scales smaller than the electron or proton skin depth. The two most notable examples in astrophysics are the Earth's magnetosphere [30,99] and the solar wind and corona [2,133,151,152]. Moreover, inclusion of the Hall and electron inertia terms has radically changed and revitalized the fields of both magnetic reconnection and turbulence, where a steepening of spectra has been shown [2,74,125,153]. The extended MHD model can also describe various instabilities, including sawtooth instability and MHD kink modes in tokamak plasmas [84], but also tearing modes induced by the presence of electron inertia, which breaks the usual frozen-in condition of ideal MHD [81]. This model is also highly relevant to study the generation of magnetic fields via the dynamo mechanism, because of the presence of an inverse cascade of magnetic helicity [28,125,126]. Further applications range from the investigation of drift-waves to low-frequency turbulence [155] and turbulent reconnection $[113,154]$ that naturally occur in laboratory, space, astrophysical and fusion plasmas.

Using the magnetic vector potentials $A$, which are subjected to the Coulomb gauge, i.e., $\nabla \cdot A=0$, we introduce the generalized velocity vector fields $v_{ \pm}=v_{ \pm}(t, x)$, the generalized magnetic vector potentials $A_{ \pm}=A_{ \pm}(t, x)$, and the generalized magnetic vector fields $B_{ \pm}=B_{ \pm}(t, x)$, which are defined by the following relations [41,118],

$$
\begin{equation*}
v_{*}=\nabla \times B, \quad \nabla \cdot v_{*}=0, \tag{45}
\end{equation*}
$$

$$
\begin{align*}
v_{ \pm} & =v-\kappa_{\mp} v_{*}=v-\kappa_{\mp} \nabla \times B, \quad \nabla \cdot v_{ \pm}=0  \tag{46}\\
A_{*} & =A+d_{e}^{2} v_{*}=A+d_{e}^{2} \nabla \times B, \quad \nabla \cdot A_{*}=0  \tag{47}\\
A_{ \pm} & =A_{*}+\kappa_{ \pm} v=A+d_{e}^{2} \nabla \times B+\kappa_{ \pm} v, \quad \nabla \cdot A_{ \pm}=0  \tag{48}\\
B_{*} & =\nabla \times A_{*}=B+d_{e}^{2} \nabla \times \nabla \times B=\left(1-d_{e}^{2} \Delta\right) B, \quad \nabla \cdot B_{*}=0  \tag{49}\\
B_{ \pm} & =\nabla \times A_{ \pm}=B_{*}+\kappa_{ \pm} \nabla \times v, \quad \nabla \cdot B_{ \pm}=0 \tag{50}
\end{align*}
$$

where the parameters $\kappa_{ \pm}$are given by $\kappa_{ \pm}=\left(d_{i} \pm\left(d_{i}^{2}+4 d_{e}^{2}\right)^{1 / 2}\right) / 2$. If we set $d_{e}=0$, then $\left(\kappa_{+}, \kappa_{-}\right)=\left(d_{i}, 0\right)$ and we obtain the Hall MHD equations. If we set $d_{i}=0$, then $\left(\kappa_{+}, \kappa_{-}\right)=\left(d_{e},-d_{e}\right)$ and we obtain the inertial MHD equation. Using (45)-(50), the extended MHD model (43)-(44) can be recast as Eqs. (51)-(53) below, with $\eta_{ \pm}=0$ (see, e.g., $[41,118]$ ).

### 3.3.1. The case of the flat torus $\mathbb{T}^{3}$

Using notation and definitions of the previous section, on the 3-dimensional flat torus $\mathbb{T}^{3}$, the non-ideal incompressible extended MHD (NI-IXMHD) equations written in a Eulerian form read

$$
\begin{align*}
& \partial_{t} B_{ \pm}+\nabla \times\left(B_{ \pm} \times v_{ \pm}\right)-\eta_{ \pm} \Delta B_{ \pm}=0  \tag{51}\\
& v_{ \pm}=\nabla \times(-\Delta)^{-1}\left(\frac{B_{+}-B_{-}}{\kappa_{+}-\kappa_{-}}\right)-\kappa_{\mp} \nabla \times\left(1-d_{e}^{2} \Delta\right)^{-1}\left(\frac{\kappa_{+} B_{-}-\kappa_{-} B_{+}}{\kappa_{+}-\kappa_{-}}\right),  \tag{52}\\
& \nabla \times A_{ \pm}=B_{ \pm}, \quad \nabla \cdot A_{ \pm}=0 \tag{53}
\end{align*}
$$

where the parameters $\eta_{ \pm}$are positive resistivity. Eqs. (51)-(52) must be completed with the initial conditions,

$$
\begin{array}{ll}
v_{ \pm}(0, x)=v_{ \pm 0}(x), & \nabla \cdot v_{ \pm 0}=0, \quad \text { and } \\
B_{ \pm}(0, x)=B_{ \pm 0}(x), & \nabla \cdot B_{ \pm 0}=0, \quad \text { or } \quad A_{ \pm}(0, x)=A_{ \pm 0}(x), \quad \nabla \cdot A_{ \pm 0}=0 \tag{55}
\end{array}
$$

The NI-IXMHD equations, which contain dissipative cross-effects (of high-order for $B$, namely bi-Laplacian) in terms of original fields $(v, B)$, are reminiscent to MHD models used in the plasmas literature [7-9,23$26,39]$. Except Eqs. (52), which determine the velocity vector fields $v_{ \pm}$from the magnetic vector fields $B_{ \pm}$, we observe that Eqs. (51) are structurally the same as the incompressible Navier-Stokes Eqs. (31), written in terms of the vorticity vector field. Therefore, following the same arguments as given in Section 3.2.1, where we explain how to apply Theorem 1 to the incompressible Navier-Stokes equations, the application of Theorem 1 gives the following Lagrangian formulation for the Eulerian NI-IXMHD Eqs. (51)-(53) on $\mathbb{T}^{3}$ : for all $s$ such that $0 \leq s \leq t \leq T$, and for all $x \in \mathbb{T}^{3}$,

$$
\begin{align*}
& \hat{\mathrm{d}} \xi_{ \pm t, s}(x)=v_{ \pm}\left(s, \xi_{ \pm t, s}(x)\right) \mathrm{d} s+\sqrt{2 \eta_{ \pm}} \hat{\mathrm{d}} W(s)  \tag{56}\\
& B_{ \pm}(t, x)=\sum_{i=1,2,3} \mathbb{E}\left[\nabla\left(A_{ \pm}^{i}(s) \circ \xi_{ \pm t, s}(x)\right) \times \nabla \xi_{ \pm t, s}^{i}(x)\right]  \tag{57}\\
& v_{ \pm}=\nabla \times(-\Delta)^{-1}\left(\frac{B_{+}-B_{-}}{\kappa_{+}-\kappa_{-}}\right)-\kappa_{\mp} \nabla \times\left(1-d_{e}^{2} \Delta\right)^{-1}\left(\frac{\kappa_{+} B_{-}-\kappa_{-} B_{+}}{\kappa_{+}-\kappa_{-}}\right)  \tag{58}\\
& \nabla \times A_{ \pm}=B_{ \pm}, \quad \nabla \cdot A_{ \pm}=0 \tag{59}
\end{align*}
$$

with the initial conditions (54)-(55). Applying Corollary 1, we obtain the statistical Alfvén theorem of conservation of magnetic circulation and magnetic flux: for all $s$ such that $0 \leq s \leq t \leq T$,

$$
\oint_{\mathcal{C}} A_{ \pm}(t, x) \cdot d \mathcal{C}(x)=\mathbb{E}\left[\oint_{\xi_{t, s}(\mathcal{C})} A_{ \pm}(s, y) \cdot d \mathcal{C}(y)\right]
$$

and

$$
\int_{\mathcal{S}} B_{ \pm}(t, x) \cdot d \mathcal{S}(x)=\mathbb{E}\left[\int_{\xi_{t, s}(\mathcal{S})} B_{ \pm}(s, y) \cdot d \mathcal{S}(y)\right]
$$

for any 1-dimensional closed curve $\mathcal{C}$, and any 2-dimensional surface $\mathcal{S}$ in $\mathbb{T}^{3}$.

### 3.3.2. The case of a closed manifold $M$

On a $n$-dimensional smooth closed manifold $M$, the generalization of Eqs. (51)-(53) leads to the following NI-IXMHD model,

$$
\begin{align*}
& \partial_{t} B_{ \pm}+£_{v_{ \pm}} B_{ \pm}-\eta_{ \pm} \Delta_{\mathrm{H}} B_{ \pm}=0,  \tag{60}\\
& v_{ \pm}^{b}=d^{*}\left(-\Delta_{\mathrm{H}}\right)^{-1}\left(\frac{B_{+}-B_{-}}{\kappa_{+}-\kappa_{-}}\right)-(-1)^{n+1} \kappa_{\mp} d^{*}\left(1-(-1)^{n+1} d_{e}^{2} \Delta_{\mathrm{H}}\right)^{-1}\left(\frac{\kappa_{+} B_{-}-\kappa_{-} B_{+}}{\kappa_{+}-\kappa_{-}}\right),  \tag{61}\\
& d A_{ \pm}=B_{ \pm}, \quad d^{*} A_{ \pm}=0, \tag{62}
\end{align*}
$$

with the initial conditions,

$$
\begin{align*}
& v_{ \pm}(0, x)=v_{ \pm 0}(x), \quad d^{*} v_{ \pm 0}^{b}=0, \quad \text { and }  \tag{63}\\
& B_{ \pm}(0, x)=B_{ \pm 0}(x), \quad d B_{ \pm 0}=0, \quad \text { or } \quad A_{ \pm}(0, x)=A_{ \pm 0}(x), \quad d^{*} A_{ \pm 0}=0 . \tag{64}
\end{align*}
$$

Here, $v_{ \pm}^{b}$ are the velocity 1-forms associated with the velocity vector-fields $v_{ \pm}$(see Notation 1), while $B_{ \pm}$ are exact magnetic-field 2 -forms deriving from the magnetic-potential 1 -forms $A_{ \pm}$. The power $n$ in front of the Hodge-De Rham Laplacian in (61) is a resurgence of the power appearing in the definition of the exterior coderivative $d^{*}$ when we rewrite the Maxwell-Ampère equation without displacement current, i.e., $v_{*}^{b}=* d * B=(-1)^{n+1} d^{*} B$, as we observe a few lines below (see Notation 1). In terms of the original fields, which are now the magnetic-potential 1-forms $A$, the magnetic-field 2 -form $B$, and the velocity vector-field $v$, the fields ( $v_{ \pm}, A_{ \pm}, B_{ \pm}$) are defined by $v_{ \pm}=v-\kappa_{\mp} v_{*}, A_{ \pm}=A_{*}+\kappa_{ \pm} v^{b}$, and $B_{ \pm}=d A_{ \pm}=B_{*}+\kappa_{ \pm} d v^{b}$, where $v_{*}^{b}=* d * B=(-1)^{n+1} d^{*} B, A_{*}=A+d_{e}^{2} v_{*}^{b}$, and $B_{*}=d A_{*}=$ $B+d_{e}^{2} d * d * B=\left(1-(-1)^{n+1} d_{e}^{2} \Delta_{\mathrm{H}}\right) B$. Incompressibility of the fields $v, v_{*}, v_{ \pm}, A, A_{*}, A_{ \pm}, B, B_{*}$, and $B_{ \pm}$ still hold, namely $d B_{ \pm}=d B_{*}=d B=0, \quad d^{*} A_{ \pm}=d^{*} A_{*}=d^{*} A=0$, and $d^{*} v_{ \pm}^{b}=d^{*} v_{*}^{b}=d^{*} v^{b}=0$. Here again, we observe that Eqs. (60) are structurally the same as the incompressible Navier-Stokes Eqs. (39), written in terms of the vorticity 2 -form. Therefore, following the same arguments as given in Section 3.2.2, the combination of Theorem 1 and Lemma 1 leads to the following Lagrangian formulation for the Eulerian NI-IXMHD model (60)-(62) on a $n$-dimensional smooth closed manifold $M$ : for all $s$ such that $0 \leq s \leq t \leq T$, for all $x \in M$, and for all $f \in \mathscr{C}^{3}(M)$,

$$
\begin{aligned}
& f\left(\xi_{ \pm t, s}(x)\right)=f(x)-\int_{s}^{t} \mathrm{~d} r v_{ \pm}(r) f\left(\xi_{ \pm t, r}(x)\right)-\sqrt{2 \eta_{ \pm}} \sum_{\ell=1}^{m} \int_{s}^{t} \mathcal{P}_{\ell} f\left(\xi_{ \pm t, r}(x)\right) \circ \hat{\mathrm{d}} W^{\ell}(r), \\
& B_{ \pm}(t, x)=\mathbb{E}\left[d\left(A_{ \pm i}(s) \circ \xi_{ \pm t, s}(x)\right) \wedge d \xi_{ \pm t, s}^{i}(x)\right], \\
& v_{ \pm}^{\mathrm{b}}=d^{*}\left(-\Delta_{\mathrm{H}}\right)^{-1}\left(\frac{B_{+}-B_{-}}{\kappa_{+}-\kappa_{-}}\right)-(-1)^{n+1} \kappa_{\mp} d^{*}\left(1-(-1)^{n+1} d_{e}^{2} \Delta_{\mathrm{H}}\right)^{-1}\left(\frac{\kappa_{+} B_{-}-\kappa_{-} B_{+}}{\kappa_{+}-\kappa_{-}}\right), \\
& d A_{ \pm}=B_{ \pm}, \quad d^{*} A_{ \pm}=0,
\end{aligned}
$$

with the initial conditions (63)-(64). Applying Corollary 1, we obtain the following statistical Alfvén invariants,

$$
\oint_{\partial c} A_{ \pm t}=\mathbb{E}\left[\oint_{\xi_{ \pm t, s}(\partial c)} A_{ \pm s}\right], \quad \text { and } \quad \int_{c} B_{ \pm t}=\mathbb{E}\left[\int_{\xi_{ \pm t, s}(c)} B_{ \pm s}\right],
$$

for all $s$ such that $0 \leq s \leq t \leq T$, and for any 2 -chain $c$ of $M$.
Remark 9. It could be interesting to make a comparison between the NI-IXMHD equations of this section, written in terms of the original fields ( $\omega=d v^{b}, B_{*}$ ), with an another non-ideal IXMHD model arising from the Hamiltonian ideal IXMHD equations (namely Eqs. (51)-(53) with $\eta_{ \pm}=0$ and written in terms of the unknowns ( $\omega=d v^{\text {b }}, B_{*}$ ), or equivalently Eqs. (43)-(44) generalized to manifolds after taking the curl of (43)) to which we simply add standard diffusion terms such as the Laplacians ( $\nu \Delta_{\mathrm{H}} \omega, \eta \Delta_{\mathrm{H}} B_{*}$ ), i.e., without diffusion cross effects. Indeed, we then obtain $\partial_{t} \omega+£_{v} \omega+£_{v_{*}} B_{*}=\nu \Delta_{\mathrm{H}} \omega$ and $\partial_{t} B_{*}+£_{v-d_{i} v_{*}} B_{*}+d_{e}^{2} £_{v_{*}} \omega=$ $\eta \Delta_{\mathrm{H}} B_{*}$.

### 3.4. The non-ideal two-fluid equations

### 3.4.1. The case of the flat torus $\mathbb{T}^{3}$

On the 3 -dimensional flat torus $\mathbb{T}^{3}$, the non-ideal two-fluid model of plasma physics, written in Eulerian form [14,68,78], reads

$$
\begin{align*}
m_{i}\left(\partial_{t}\left(n_{i} u_{i}\right)+\nabla \cdot\left(n_{i} u_{i} \otimes u_{i}\right)\right) & =n_{i} q_{i}\left(E+u_{i} \times B\right)-\nabla \tilde{\pi}_{i}-R_{i e}+m_{i} n_{i} \nu_{i} \Delta u_{i}  \tag{65}\\
m_{e}\left(\partial_{t}\left(n_{e} u_{e}\right)+\nabla \cdot\left(n_{e} u_{e} \otimes u_{e}\right)\right) & =n_{e} q_{e}\left(E+u_{e} \times B\right)-\nabla \tilde{\pi}_{e}-R_{e i}+m_{e} n_{e} \nu_{e} \Delta u_{e} \tag{66}
\end{align*}
$$

where

$$
\begin{equation*}
R_{i e}=\frac{m_{i} n_{i}}{\sigma_{i e}}\left(u_{i}-u_{e}\right), \quad \text { and } \quad R_{e i}=\frac{m_{e} n_{e}}{\sigma_{e i}}\left(u_{e}-u_{i}\right) . \tag{67}
\end{equation*}
$$

Here, $n_{i}, u_{i}$ and $\tilde{\pi}_{i}$ are respectively the density, the velocity and the scalar pressure of ions, while $n_{e}, u_{e}$ and $\tilde{\pi}_{e}$ are respectively the density, the velocity and the pressure of electrons. The parameters $m_{i}, q_{i}, \nu_{i}, \sigma_{i e}$ are respectively the mass, the charge, the viscosity and the conductivity of ions. We have also the counterpart for electrons. Eqs. (65)-(67) are coupled with the Maxwell equations (without displacement current),

$$
\begin{align*}
& \partial_{t} B+\nabla \times E=0,  \tag{68}\\
& \nabla \times B=\mu_{0} J, \quad J=n_{e} q_{e} u_{e}+n_{i} q_{i} u_{i} \tag{69}
\end{align*}
$$

where the magnetic vector potential $A$ is defined by

$$
\begin{equation*}
\nabla \times A=B, \quad \nabla \cdot A=0 \tag{70}
\end{equation*}
$$

In addition, incompressibility assumption, i.e., $\nabla \cdot u_{i}=\nabla \cdot u_{e}=0$, implies that the densities $n_{i}$ and $n_{e}$ are constants. Moreover, quasi-neutrality assumption $\nabla \cdot E=0$ or $Z n_{i}=n_{e}$, and $Z=1$ imply $n_{i}=n_{e}=n=$ constant and $J=n e\left(u_{i}-u_{e}\right)$. Without viscous dissipation (i.e., $\nu_{i}=\nu_{e}=0$ ) conservation of momentum implies $R_{i e}+R_{e i}=0$, hence $m_{e} / \sigma_{e i}=m_{i} / \sigma_{i e}$. Therefore, the system (65)-(70) becomes

$$
\begin{align*}
& \partial_{t} u_{i}+u_{i} \cdot \nabla u_{i}=\frac{e}{m_{i}}\left(E+u_{i} \times B\right)-\nabla \hat{\pi}_{i}+\nu_{i} \Delta u_{i}-\frac{u_{i}-u_{e}}{\sigma_{i e}},  \tag{71}\\
& \partial_{t} u_{e}+u_{e} \cdot \nabla u_{e}=-\frac{e}{m_{e}}\left(E+u_{e} \times B\right)-\nabla \hat{\pi}_{e}+\nu_{e} \Delta u_{e}-\frac{u_{e}-u_{i}}{\sigma_{e i}},  \tag{72}\\
& -\Delta A=\mu_{0} n e\left(u_{i}-u_{e}\right), \quad \nabla \cdot A=0, \tag{73}
\end{align*}
$$

where $\hat{\pi}_{i, e}=\tilde{\pi}_{i, e} /\left(n m_{i, e}\right)$. Introducing the following canonical momenta,

$$
p_{i}=u_{i}+\frac{e}{m_{i}} A, \quad \text { and } \quad p_{e}=u_{e}-\frac{e}{m_{e}} A, \quad \text { with } \quad \nabla \cdot p_{i, e}=0,
$$

and using the parameter $\mu:=m_{i} /\left(\sigma_{i e} \mu_{0} n e^{2}\right)=m_{e} /\left(\sigma_{e i} \mu_{0} n e^{2}\right)$ and the relations $u_{i, e} \cdot \nabla u_{i, e}=\nabla\left(\left|u_{i, e}\right|^{2} / 2\right)-$ $u_{i, e} \times\left(\nabla \times u_{i, e}\right)$, the system (71)-(73), can be recast as

$$
\begin{align*}
& \partial_{t} p_{i}=u_{i} \times\left(\nabla \times p_{i}\right)-\nabla \pi_{i}+\nu_{i} \Delta u_{i}+\mu \Delta\left(\frac{e A}{m_{i}}\right),  \tag{74}\\
& \partial_{t} p_{e}=u_{e} \times\left(\nabla \times p_{e}\right)-\nabla \pi_{e}+\nu_{e} \Delta u_{e}-\mu \Delta\left(\frac{e A}{m_{e}}\right),  \tag{75}\\
& u_{i}=p_{i}-\frac{e}{m_{i}} A, \quad u_{e}=p_{e}+\frac{e}{m_{e}} A,  \tag{76}\\
& \left(\lambda^{2}-\Delta\right) A=\mu_{0} n e\left(p_{i}-p_{e}\right), \quad \nabla \cdot A=0, \tag{77}
\end{align*}
$$

where $\lambda^{2}:=\mu_{0} n e^{2}\left(1 / m_{e}+1 / m_{i}\right)$ and $\pi_{i, e}=\hat{\pi}_{i, e}+\left|u_{i, e}\right|^{2} / 2$. To obtain (74)-(77), we have used the equation $\partial_{t} A+E=0$, which results from the Maxwell-Faraday Eq. (68), Eqs. (70), the quasi-neutrality assumption
$\nabla \cdot E=0$ and the periodic boundary conditions. Setting $\omega_{i, e}=\nabla \times p_{i, e}$, and choosing $\nu_{i}=\nu_{e}=\mu$, by taking the curl of Eqs. (74) and (75), the system (74)-(77) rewrites as (see [55]),

$$
\begin{align*}
& \partial_{t} \omega_{i, e}+\nabla \times\left(\omega_{i, e} \times u_{i, e}\right)-\mu \Delta \omega_{i, e}=0,  \tag{78}\\
& u_{i}=p_{i}-\frac{e}{m_{i}} A, \quad u_{e}=p_{e}+\frac{e}{m_{e}} A,  \tag{79}\\
& \nabla \times p_{i, e}=\omega_{i, e}, \quad \nabla \cdot p_{i, e}=0,  \tag{80}\\
& \left(\lambda^{2}-\Delta\right) A=\mu_{0} n e\left(p_{i}-p_{e}\right), \quad \nabla \cdot A=0 . \tag{81}
\end{align*}
$$

Eqs. (78)-(81) must be completed with the initial conditions $\omega_{i, e}(0, x)=\omega_{i, e 0}(x)$, subjected to the constraints $\nabla \cdot \omega_{i, e 0}=0$. Observing that Eqs. (78) have the same structure as the incompressible NavierStokes Eqs. (31), written in terms of the vorticity vector field, we can follow the same arguments as given in Section 3.2.1 and from Theorem 1, the Lagrangian formulation of the non-ideal two-fluid model (78)-(81) on $\mathbb{T}^{3}$ is given by the following set of equations: for all $s$ such that $0 \leq s \leq t \leq T$, for all $x \in \mathbb{T}^{3}$, and $\sigma \in\{i, e\}$,

$$
\begin{align*}
& \hat{\mathrm{d}} \xi_{\sigma t, s}(x)=u_{\sigma}\left(s, \xi_{\sigma t, s}(x)\right) \mathrm{d} s+\sqrt{2 \mu} \hat{\mathrm{~d}} W(s),  \tag{82}\\
& \omega_{\sigma}(t, x)=\sum_{i=1,2,3} \mathbb{E}\left[\nabla\left(p_{\sigma}^{i}(s) \circ \xi_{\sigma t, s}(x)\right) \times \nabla \xi_{\sigma t, s}^{i}(x)\right],  \tag{83}\\
& \nabla \times p_{\sigma}=\omega_{\sigma}, \quad \nabla \cdot p_{\sigma}=0,  \tag{84}\\
& \left(\lambda^{2}-\Delta\right) A=\mu_{0} n e\left(p_{i}-p_{e}\right), \quad \nabla \cdot A=0,  \tag{85}\\
& u_{i}=p_{i}-\frac{e}{m_{i}} A, \quad u_{e}=p_{e}+\frac{e}{m_{e}} A, \tag{86}
\end{align*}
$$

where $\xi_{\sigma t, s}(x)$ is the backward stochastic flow of particles of species $\sigma$ (with $\sigma=e$ or $\sigma=i$ ) at time $s$, being at the position $x$ at time $t$. Here again, Eqs. (82)-(86) have to be completed with the initial conditions $\omega_{i, e}(0, x)=\omega_{i, e 0}(x)$, subjected to the constraints $\nabla \cdot \omega_{i, e 0}=0$. Applying Corollary 1, we obtain the following statistical Kelvin-Helmholtz theorem of conservation of circulation and flux: for all $s$ such that $0 \leq s \leq t \leq T$, and $\sigma \in\{i, e\}$,

$$
\oint_{\mathcal{C}} p_{\sigma}(t, x) \cdot d \mathcal{C}(x)=\mathbb{E}\left[\oint_{\xi_{\sigma t, s}(\mathcal{C})} p_{\sigma}(s, y) \cdot d \mathcal{C}(y)\right],
$$

and

$$
\int_{\mathcal{S}} \omega_{\sigma}(t, x) \cdot d \mathcal{S}(x)=\mathbb{E}\left[\int_{\xi_{\sigma t, s}(\mathcal{S})} \omega_{\sigma}(s, y) \cdot d \mathcal{S}(y)\right],
$$

where $\mathcal{C}$ and $\mathcal{S}$ are respectively any 1-dimensional closed curve and any 2 -dimensional surface in $\mathbb{T}^{3}$.

### 3.4.2. The case of a closed manifold $M$

On a $n$-dimensional smooth closed manifold $M$, the non-ideal two-fluid equations, written in Eulerian form, read

$$
\begin{align*}
& \partial_{t} \omega_{i, e}+£_{u_{i, e}} \omega_{i, e}-\mu \Delta_{\mathrm{H}} \omega_{i, e}=0  \tag{87}\\
& u_{i}^{b}=p_{i}-\frac{e}{m_{i}} A, \quad u_{e}^{b}=p_{e}+\frac{e}{m_{e}} A,  \tag{88}\\
& d p_{i, e}=\omega_{i, e}, \quad d^{*} p_{i, e}=0  \tag{89}\\
& \left(\lambda^{2}-(-1)^{n+1} \Delta_{\mathrm{H}}\right) A=\mu_{0} n e\left(p_{i}-p_{e}\right), \quad d^{*} A=0 \tag{90}
\end{align*}
$$

where $u_{i, e}^{b}$ are the velocity 1 -forms associated with the velocity vector fields $u_{i, e}$, and where $\omega_{i, e}$ are exact vorticity 2 -forms deriving from the canonical momenta 1 -forms $p_{i, e}$. Eqs. (87)-(90) have to be supplemented with the initial conditions $\omega_{i, e}(0, x)=\omega_{i, e 0}(x)$, subjected to the constraints $d \omega_{i, e 0}=0$. The power $n+1$
( $n$ being the dimension of $M$ ) in front of the Hodge-De Rham Laplacian comes from the rewriting of the Maxwell-Ampère equation (without displacement current) with the exterior coderivative $d^{*}$ (see Notation 1), i.e., $\mu_{0} j=* d * B=(-1)^{n+1} d^{*} B$, with the current 1 -form $j=J^{b}$. Indeed, in the one hand we have $j=n e\left(u_{i}^{b}-u_{e}^{b}\right)=n e\left(p_{i}-p_{e}\right)-\lambda^{2} A / \mu_{0}$ and in the other hand we have $(-1)^{n+1} d^{*} B=(-1)^{n+1} d^{*} d A=$ $-(-1)^{n+1} \Delta_{\mathrm{H}} A$, because $d^{*} A=0$. Following arguments of Section 3.2.2, from the combination of Theorem 1 and Lemma 1, we obtain the following Lagrangian formulation for the non-ideal two-fluid model (87)-(90) on a $n$-dimensional smooth closed manifold $M$ : for all $s$ such that $0 \leq s \leq t \leq T$, for all $x \in M$, for $\sigma \in\{i, e\}$, and for all $f \in \mathscr{C}^{3}(M)$,

$$
\begin{aligned}
& f\left(\xi_{\sigma t, s}(x)\right)=f(x)-\int_{s}^{t} \mathrm{~d} r u_{\sigma}(r) f\left(\xi_{\sigma t, r}(x)\right)-\sqrt{2 \mu} \sum_{\ell=1}^{m} \int_{s}^{t} \mathcal{P}_{\ell} f\left(\xi_{\sigma t, r}(x)\right) \circ \hat{\mathrm{d}} W^{\ell}(r), \\
& \omega_{\sigma}(t, x)=\mathbb{E}\left[d\left(p_{\sigma i}(s) \circ \xi_{\sigma t, s}(x)\right) \wedge d \xi_{\sigma t, s}^{i}(x)\right], \\
& d p_{\sigma}=\omega_{\sigma}, \quad d^{*} p_{\sigma}=0, \\
& \left(\lambda^{2}-(-1)^{n+1} \Delta_{\mathrm{H}}\right) A=\mu_{0} n e\left(p_{i}-p_{e}\right), \quad d^{*} A=0, \\
& u_{i}^{b}=p_{i}-\frac{e}{m_{i}} A, \quad u_{e}^{b}=p_{e}+\frac{e}{m_{e}} A,
\end{aligned}
$$

with the initial conditions $\omega_{i, e}(0, x)=\omega_{i, e 0}(x)$, subjected to the constraints $d \omega_{i, e 0}=0$. Applying Corollary 1, we obtain the following statistical Kelvin-Helmholtz invariants,

$$
\begin{equation*}
\oint_{\partial c} p_{\sigma t}=\mathbb{E}\left[\oint_{\xi_{\sigma t, s}(\partial c)} p_{\sigma s}\right], \quad \text { and } \quad \int_{c} \omega_{\sigma t}=\mathbb{E}\left[\int_{\xi_{\sigma t, s}(c)} \omega_{\sigma s}\right] \tag{91}
\end{equation*}
$$

for all $s$ such that $0 \leq s \leq t \leq T$, and for any 2 -chain $c$ of $M$.
Remark 10. In the case where $\nu_{\sigma_{1}} \neq \nu_{\sigma_{2}}=\mu$, with ( $\sigma_{1}=i, \sigma_{2}=e$ ) or ( $\sigma_{1}=e, \sigma_{2}=i$ ), we only have a Lagrangian formulation for the species $\sigma_{2}$ coupled with an Eulerian formulation for the species $\sigma_{1}$. Of course, the statistical Kelvin-Helmholtz invariants, such as (91), only hold for the species $\sigma_{2}$.

Remark 11. By forcing ions to be a uniform fixed background (i.e., $u_{i}=\tilde{\pi}_{i}=0$, and $n_{i}=$ constant) in the above two-fluid model, we obtain the famous inertial e-MHD equations [29,33,79,80,93,98,130,158], which then aslo enjoy a stochastic Lagrangian formulation easily deductible from above.

## 4. Second application: analysis of the stochastic-Lagrangian incompressible extended MHD equations

The local-in-time well-posedness with smooth initial data and the global-in-time well-posedness with small initial data for the NI-IXMHD equations on $\mathbb{R}^{3}$ have been studied in [71] by using the Eulerian setting (51)-(53). Here, we perform the analysis of the stochastic-Lagrangian incompressible extended MHD equations (SL-IXMHD) given by (56)-(59), in the same spirit as it is done for the incompressible NavierStokes equations in $[94,95,168]$. Using this new stochastic Lagrangian formulation, we give in Section 4.1 a self-contained and an alternative (Lagrangian) proof of the local-in-time existence of solutions in Hölder spaces for the NI-IXMHD equations. Since our estimates are independent of the resistivity parameters, we can consider the non-resistive limit and we show in Section 4.2 that the solutions of the SL-IXMHD equations (with periodic boundary conditions) converge to the solutions of the ideal IXMHD as the resistivity parameters tend to zero, at a rate of one-half with respect to the resistivity parameters and the time variable. For large resistivity or small initial data, we give a new proof of the global-in-time existence of the NI-IXMHD equations in Section 4.3.

We start by setting our functional framework, namely the Hölder spaces equipped with non-dimensional norms (see, e.g., [76]). Non-dimensional norms are here useful to make appear magnetic Reynolds numbers.

We consider the 3-dimensional spatially periodic flat torus $\mathbb{T}_{L}^{3}$ of period $L$. For $k \in \mathbb{N}$ and $0<\gamma<1$, we define the non-dimensional Hölder norms and semi-norms on $\mathbb{T}_{L}^{3}$, by

$$
\begin{aligned}
& |f|_{\gamma}=|f|_{\mathscr{C} 0, \gamma\left(\mathbb{T}_{L}^{3}\right)}=\sup _{x \neq y \in \mathbb{T}_{L}^{3}} L^{\gamma} \frac{|f(x)-f(y)|}{|x-y|^{\gamma}}, \\
& \|f\|_{k}=\|f\|_{\mathscr{C}^{k}\left(\mathbb{T}_{L}^{3}\right)}=\sum_{|m| \leq k} \sup _{x \in \mathbb{T}_{L}^{3}} L^{|m|}\left|\partial^{m} f(x)\right|, \\
& |f|_{k, \gamma}=|f|_{\mathscr{C} k, \gamma\left(\mathbb{T}_{L}^{3}\right)}=\sum_{|m|=k} L^{k}\left|\partial^{m} f\right|_{\gamma}, \\
& \|f\|_{k, \gamma}=\|f\|_{\mathscr{C} k, \gamma}{ }_{\left(\mathbb{T}_{L}^{3}\right)}=\|f\|_{k}+|f|_{k, \gamma},
\end{aligned}
$$

where $\partial^{m}$ stands for the derivatives with respect to the multi-index $m$. The space $\mathscr{C}^{k}\left(\mathbb{T}_{L}^{3}\right)$, of all $k$-times continuously differentiable periodic functions on $\mathbb{T}_{L}^{3}$, is equipped with the norm $\|f\|_{\mathscr{C}^{k}\left(\mathbb{T}_{L}^{3}\right)}$. The Hölder space $\mathscr{C}^{k, \gamma}\left(\mathbb{T}_{L}^{3}\right)$, of all periodic functions on $\mathbb{T}_{L}^{3}$ whose any derivatives up to the order $k$ are $\gamma$-Hölder continuous, is equipped with the norm $\|f\|_{\mathscr{C}^{k}, \gamma\left(\mathbb{T}_{L}^{3}\right)}$.

In order to perform the analysis of the system (56)-(59), we take $s=0$ in (56)-(57), but of course it works also for any $s$, such that $0 \leq s<t$, provided that we know the initial condition at time $s$. Therefore, knowing the initial condition $A_{ \pm 0}$ and using $W(0)=0$, we aim at solving the following set of equations,

$$
\begin{align*}
\xi_{ \pm t, 0}(x)= & x-\int_{0}^{t} \mathrm{~d} r v_{ \pm}\left(r, \xi_{ \pm t, r}(x)\right)-\sqrt{2 \eta_{ \pm}} W(t)  \tag{92}\\
B_{ \pm}(t, x)= & \sum_{i=1,2,3} \mathbb{E}\left[\nabla\left(A_{ \pm 0}^{i} \circ \xi_{ \pm t, 0}(x)\right) \times \nabla \xi_{ \pm t, 0}^{i}(x)\right]  \tag{93}\\
v_{ \pm}(t, x)= & \nabla \times(-\Delta)^{-1}\left(\frac{B_{+}(t, x)-B_{-}(t, x)}{\kappa_{+}-\kappa_{-}}\right) \\
& -\kappa_{\mp} \nabla \times\left(1-d_{e}^{2} \Delta\right)^{-1}\left(\frac{\kappa_{+} B_{-}(t, x)-\kappa_{-} B_{+}(t, x)}{\kappa_{+}-\kappa_{-}}\right) . \tag{94}
\end{align*}
$$

### 4.1. Local well-posedness of the SL-IXMHD equations

Here, we state the theorem of the local-in-time well-posedness of the system (92)-(94) in Hölder spaces. We recall that, when $s \leq t$, the notation $\xi_{ \pm t, s}$ stands for the backward stochastic flows, which start at time t and end at time $s$. We prefer this notation to the notation $\xi^{-1}$, because it is less cumbersome and moreover the notation $\xi_{ \pm t, s}$ reminds well that the backward stochastic flow is considered as a function of two time variables. Of course, the functions $\xi_{ \pm t, s}$ are also functions of the spatial variable $x$, which is the position of the stochastic flows at time $t$.

Theorem 3. Let $k \geq 2$ and $A_{ \pm 0} \in \mathscr{C}^{k+1, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right)$ be divergence free. Then, there exist absolute constant $\delta=\delta\left(k, \gamma, d_{e}, d_{i}\right)$ and $\kappa=\kappa\left(k, \gamma, d_{e}, d_{i}\right)$ such that for $V:=\kappa\left(\left\|A_{+0}\right\|_{k+1, \gamma}+\left\|A_{-0}\right\|_{k+1, \gamma}\right)$ and any time $T$ such that $V T / L<\delta$, there exist functions $\xi_{ \pm t, s} \in \mathscr{C}\left([0, T] \times[0, T] ; \mathscr{C}^{k+1, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{T}_{L}^{3}\right)\right)$, $v_{ \pm} \in \mathscr{C}\left([0, T] ; \mathscr{C}^{k+1, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right)\right)$, and $B_{ \pm} \in \mathscr{C}\left([0, T] ; \mathscr{C}^{k, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right)\right)$ such that $\left(\xi_{ \pm t, s}, v_{ \pm}, B_{ \pm}\right)$satisfy the system (92)-(94) with $\sup _{t \in[0, T]}\left\|v_{ \pm}(t)\right\|_{k+1, \gamma} \leq V$.

Remark 12. We can also obtain the same type of result as Theorem 3 for the two-fluid model (82)-(86) and the inertial e-MHD equations (see Remark 11) because the structure and properties of these models are very close to the system (92)-(94). Therefore, their proofs will be quite similar. Indeed, each system is constituted by the coupling of three equations, which are a stochastic differential equation, a Cauchy invariants equation and a second-order elliptic equation giving the drift velocity of the stochastic flow from
the Cauchy invariants. In the three systems mentioned above the stochastic differential equations and the Cauchy invariants equations are the same. Only the second-order elliptic equations differ, but their elliptic regularity estimates are the same, which is the only thing that matters.

Proof of Theorem 3. We first introduce the functional spaces $\Upsilon$ and $\Phi$ defined as follows: for any $k \geq 2$,

$$
\begin{align*}
\Upsilon & =\Upsilon_{T, V}^{k, \gamma}  \tag{95}\\
& :=\left\{v \in \mathscr{C}\left([0, T] ; \mathscr{C}^{k+1, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right)\right) \mid \forall t \in[0, T],\|v(t)\|_{k+1, \gamma} \leq V, \nabla \cdot v=0, v(0)=v_{0}\right\}
\end{align*}
$$

and

$$
\begin{align*}
\Phi & =\Phi_{T, \Lambda}^{k, \gamma}  \tag{96}\\
& :=\left\{\varphi \in \mathscr{C}\left([0, T] \times[0, T] ; \mathscr{C}^{k+1, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{T}_{L}^{3}\right)\right) \mid \forall(s, t) \text { s.t. } 0 \leq s \leq t \leq T,\left\|\nabla \varphi_{t, s}\right\|_{k, \gamma} \leq \Lambda\right\},
\end{align*}
$$

where $\Lambda$ is a pure numerical constant. We introduce the map

$$
\begin{align*}
\mathcal{M}: & \Upsilon \times \Upsilon
\end{align*} \quad \longrightarrow \Upsilon \times \Upsilon ~ 子 ~\left(v_{+}, v_{-}\right) \quad \longrightarrow \quad \tilde{\mathfrak{u}}=\left(\tilde{v}_{+}, \tilde{v}_{-}\right)=\mathcal{M}\left(v_{+}, v_{-}\right)=\mathcal{M}(\mathfrak{u})
$$

which is defined by the following iterative procedure. From any given $v_{ \pm} \in \Upsilon$, we construct $\xi_{ \pm t, s}(x)$ as the unique solution of the following backward stochastic differential equation,

$$
\begin{equation*}
\hat{\mathrm{d}} \xi_{ \pm t, s}(x)=v_{ \pm}\left(s, \xi_{ \pm t, s}(x)\right) \mathrm{d} s+\sqrt{2 \eta_{ \pm}} \hat{\mathrm{d}} W(s), \quad 0 \leq s \leq t \leq T \tag{98}
\end{equation*}
$$

Since the Brownian process $W$ is independent of the space variable $x$, the spatial derivative of (98) gives the following ordinary differential equation for the jacobian matrix $D \xi_{ \pm t, s}(x)$,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} s} D \xi_{ \pm t, s}(x)=D v_{ \pm}\left(s, \xi_{ \pm t, s}(x)\right) D \xi_{ \pm t, s}(x), \quad 0 \leq s \leq t \leq T \tag{99}
\end{equation*}
$$

with $\xi_{ \pm t, t}(x):=x$. Solving (99) backward in time, we obtain $D \xi_{ \pm t, 0}(x)$. From $\xi_{ \pm t, 0}(x), D \xi_{ \pm t, 0}(x)$, and the initial condition $A_{ \pm 0}$, we obtain

$$
\begin{equation*}
B_{ \pm}(t, x)=\sum_{i=1,2,3} \mathbb{E}\left[\nabla\left(A_{ \pm 0}^{i} \circ \xi_{ \pm t, 0}(x)\right) \times \nabla \xi_{ \pm t, 0}^{i}(x)\right] \tag{100}
\end{equation*}
$$

Finally, using (100), we define $\tilde{v}_{ \pm}$as

$$
\begin{align*}
\tilde{v}_{ \pm} & :=\mathcal{F}_{ \pm}\left(B_{+}, B_{-}\right) \\
& :=\nabla \times(-\Delta)^{-1}\left(\frac{B_{+}-B_{-}}{\kappa_{+}-\kappa_{-}}\right)-\kappa_{\mp} \nabla \times\left(1-d_{e}^{2} \Delta\right)^{-1}\left(\frac{\kappa_{+} B_{-}-\kappa_{-} B_{+}}{\kappa_{+}-\kappa_{-}}\right) . \tag{101}
\end{align*}
$$

The idea of the proof is to use the Picard iterative process defined as above and the Banach fixed-point theorem in $\Upsilon^{2}:=\Upsilon \times \Upsilon$ for the map $\mathcal{M}: \Upsilon^{2} \rightarrow \Upsilon^{2}$, where the space $\Upsilon^{2}$ is equipped with the weaker norm

$$
\begin{equation*}
\|\mathfrak{u}\|_{r^{2}}:=\sup _{t \in[0, T]}\|\mathfrak{u}(t)\|_{k, \gamma}:=\sup _{t \in[0, T]}\left(\left\|v_{+}(t)\right\|_{k, \gamma}+\left\|v_{-}(t)\right\|_{k, \gamma}\right) \tag{102}
\end{equation*}
$$

To verify the hypotheses of the Banach fixed-point theorem, we need to show some basic a priori estimates given in the following lemma.

Lemma 2. Let $k \geq 2$ and $v_{ \pm} \in \Upsilon$. Then, there exists a constant $C_{b}=C_{b}(k, \gamma, V T / L)$ non-decreasing in the third argument $V T / L$, such that

$$
\begin{equation*}
\left\|D \xi_{ \pm t, s}\right\|_{k, \gamma} \leq \exp \left(C_{b} \frac{V}{L}|t-s|\right), \quad \forall(s, t) \text { s.t. } 0 \leq s \leq t \leq T \tag{103}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|D \varphi_{ \pm t, s}\right\|_{k, \gamma} \leq C_{b} \frac{V}{L}|t-s| \exp \left(C_{b} \frac{V}{L}|t-s|\right), \quad \forall(s, t) \quad \text { s.t. } 0 \leq s \leq t \leq T \tag{104}
\end{equation*}
$$

where $\varphi_{ \pm t, s}(x):=\xi_{ \pm t, s}(x)-\operatorname{Id}(x)=\xi_{ \pm t, s}(x)-x$.

Proof. Integrating (98) backward in time we obtain

$$
\begin{equation*}
\xi_{ \pm t, s}(x)=x-\int_{s}^{t} \mathrm{~d} r v_{ \pm}\left(r, \xi_{ \pm t, r}(x)\right)+\sqrt{2 \eta_{ \pm}}(W(s)-W(t)) . \tag{105}
\end{equation*}
$$

Since the Brownian process $W$ is independent of the space variable $x$, the spatial derivative of (105) gives

$$
\begin{equation*}
D \xi_{ \pm t, s}(x)=I-\int_{s}^{t} \mathrm{~d} r D v_{ \pm}\left(r, \xi_{ \pm t, r}(x)\right) D \xi_{ \pm t, r}(x) \tag{106}
\end{equation*}
$$

Since $v_{ \pm} \in \Upsilon$, using a Gronwall lemma, we obtain from (106),

$$
\left\|D \xi_{ \pm t, s}\right\|_{L^{\infty}\left(\mathbb{T}_{L}^{3}\right)} \leq \exp \left(\int_{s}^{t} \mathrm{~d} r \sup _{r \in[0, T]}\left\|D v_{ \pm}(r)\right\|_{L^{\infty}\left(\mathbb{T}_{L}^{3}\right)}\right) \leq \exp \left(\frac{V}{L}|t-s|\right)
$$

By spatial differentiation of (105), we obtain

$$
\begin{equation*}
D \varphi_{ \pm t, s}(x)=D \xi_{ \pm t, s}(x)-I=-\int_{s}^{t} \mathrm{~d} r D v_{ \pm}\left(r, \xi_{ \pm t, r}(x)\right) D \varphi_{ \pm t, r}(x)-\int_{s}^{t} \mathrm{~d} r D v_{ \pm}\left(r, \xi_{ \pm t, r}(x)\right) \tag{107}
\end{equation*}
$$

which, by using a Gronwall lemma, leads to the following estimate

$$
\begin{aligned}
\left\|D \varphi_{ \pm t, s}\right\|_{L^{\infty}\left(\mathbb{T}_{L}^{3}\right)} & \leq \int_{s}^{t} \mathrm{~d} r\left\|D v_{ \pm}(r)\right\|_{L^{\infty}\left(\mathbb{T}_{L}^{3}\right)}+\int_{s}^{t} \mathrm{~d} r\left\|D v_{ \pm}(r)\right\|_{L^{\infty}\left(\mathbb{T}_{L}^{3}\right)}\left\|D \varphi_{ \pm t, r}\right\|_{L^{\infty}\left(\mathbb{T}_{L}^{3}\right)} \\
& \leq\left(\int_{s}^{t} \mathrm{~d} r\left\|D v_{ \pm}(r)\right\|_{L^{\infty}\left(\mathbb{T}_{L}^{3}\right)}\right) \exp \left(\int_{s}^{t} \mathrm{~d} r\left\|D v_{ \pm}(r)\right\|_{L^{\infty}\left(\mathbb{T}_{L}^{3}\right)}\right) \\
& \leq \frac{V}{L}|t-s| \exp \left(\frac{V}{L}|t-s|\right) .
\end{aligned}
$$

Since the space $\mathscr{C}^{k, \gamma}$ is an algebra for the multiplication operation with an algebra constant $C_{a}=C_{a}(k, \gamma)$, taking the $\mathscr{C}^{k, \gamma}$-norm of (106) we obtain

$$
\begin{equation*}
\left\|D \xi_{ \pm t, s}\right\|_{k, \gamma} \leq 1+C_{a} \int_{s}^{t} \mathrm{~d} r\left\|D v_{ \pm}\left(r, \xi_{ \pm t, r}\right)\right\|_{k, \gamma}\left\|D \xi_{ \pm t, r}\right\|_{k, \gamma} \tag{108}
\end{equation*}
$$

Using the following standard inequality (see, e.g., [94]),

$$
\begin{equation*}
\|f \circ g\|_{k, \gamma} \leq C(k, \gamma)\|f\|_{k, \gamma}\left(1+\|D g\|_{k-1, \gamma}\right)^{k+\gamma} \tag{109}
\end{equation*}
$$

estimate (108) becomes

$$
\begin{equation*}
\left\|D \xi_{ \pm t, s}\right\|_{k, \gamma} \leq 1+C(k, \gamma) \int_{s}^{t} \mathrm{~d} r\left\|D v_{ \pm}(r)\right\|_{k, \gamma}\left(1+\left\|D \xi_{ \pm t, r}\right\|_{k-1, \gamma}\right)^{k+\gamma}\left\|D \xi_{ \pm t, r}\right\|_{k, \gamma} \tag{110}
\end{equation*}
$$

We now proceed by induction on the regularity index $k$. The induction hypothesis $\mathrm{H}_{k}$ is that there exists a constant $C_{b}(k, \gamma, V T / L)$, non decreasing in the third argument $V T / L$, such that

$$
\begin{equation*}
\left\|D \xi_{ \pm t, s}\right\|_{k-1, \gamma} \leq \exp \left(C_{b} \frac{V}{L}|t-s|\right) . \tag{111}
\end{equation*}
$$

Using $\mathrm{H}_{k}$ we obtain

$$
\left(1+\left\|D \xi_{ \pm t, r}\right\|_{k-1, \gamma}\right)^{k+\gamma} \leq\left(1+\exp \left(C_{b} \frac{V T}{L}\right)\right)^{k+\gamma} \leq C_{b}(k, \gamma, V T / L)
$$

which, by using a Gronwall lemma, allows us to obtain from (110),

$$
\begin{aligned}
\left\|D \xi_{ \pm t, s}\right\|_{k, \gamma} & \leq 1+C_{b} \int_{s}^{t} \mathrm{~d} r\left\|D v_{ \pm}(r)\right\|_{k, \gamma}\left\|D \xi_{ \pm t, r}\right\|_{k, \gamma} \\
& \leq \exp \left(C_{b} \int_{s}^{t} \mathrm{~d} r \sup _{r \in[0, T]}\left\|D v_{ \pm}(r)\right\|_{k, \gamma}\right) \\
& \leq \exp \left(C_{b} \frac{V}{L}|t-s|\right) .
\end{aligned}
$$

This ends the proof of the first estimate of Lemma 2. Using the algebra property of the space $\mathscr{C}^{k, \gamma}$ and inequality (109), we obtain from the $\mathscr{C}^{k, \gamma}$-norm of (107),

$$
\begin{aligned}
\left\|D \varphi_{ \pm t, s}\right\|_{k, \gamma} \leq & \int_{s}^{t} \mathrm{~d} r\left\|D v_{ \pm}\left(r, \xi_{ \pm t, r}\right)\right\|_{k, \gamma}+C_{a} \int_{s}^{t} \mathrm{~d} r\left\|D v_{ \pm}\left(r, \xi_{ \pm t, r}\right)\right\|_{k, \gamma}\left\|D \varphi_{ \pm t, r}\right\|_{k, \gamma} \\
\leq & C(k, \gamma) \int_{s}^{t} \mathrm{~d} r\left\|D v_{ \pm}(r)\right\|_{k, \gamma}\left(1+\left\|D \xi_{ \pm t, r}\right\|_{k-1, \gamma}\right)^{k+\gamma} \\
& +C(k, \gamma) \int_{s}^{t} \mathrm{~d} r\left\|D v_{ \pm}(r)\right\|_{k, \gamma}\left(1+\left\|D \xi_{ \pm t, r}\right\|_{k-1, \gamma}\right)^{k+\gamma}\left\|D \varphi_{ \pm t, r}\right\|_{k, \gamma}
\end{aligned}
$$

Using (111) and a Gronwall lemma we obtain from the previous estimate

$$
\begin{aligned}
\left\|D \varphi_{ \pm t, s}\right\|_{k, \gamma} \leq & C(k, \gamma)\left(1+\exp \left(C_{b} \frac{V T}{L}\right)\right)^{k+\gamma} \frac{V}{L}|t-s| \\
& +C(k, \gamma) \int_{s}^{t} \mathrm{~d} r\left\|D v_{ \pm}(r)\right\|_{k, \gamma}\left(1+\exp \left(C_{b} \frac{V T}{L}\right)\right)^{k+\gamma}\left\|D \varphi_{ \pm t, r}\right\|_{k, \gamma} \\
\leq & C_{b} \frac{V}{L}|t-s|+C_{b} \int_{s}^{t} \mathrm{~d} r\left\|D v_{ \pm}(r)\right\|_{k, \gamma}\left\|D \varphi_{ \pm t, r}\right\|_{k, \gamma} \\
\leq & C_{b} \frac{V}{L}|t-s| \exp \left(C_{b} \frac{V}{L}|t-s|\right)
\end{aligned}
$$

which ends the proof of the second estimate of Lemma 2.
We continue by stating a lemma which gives a stability or a comparison result between two solutions of the backward stochastic differential Eq. (98).

Lemma 3. Let $k \geq 2$ and $v_{ \pm}, \tilde{v}_{ \pm} \in \Upsilon$. Let $\xi_{ \pm t, s}$ and $\tilde{\xi}_{ \pm t, s}$ be the unique solutions of the backward stochastic differential Eq. (98) associated with the velocities $v_{ \pm}$and $\tilde{v}_{ \pm}$respectively. Then, there exists a constant $C_{b}=C_{b}(k, \gamma, V T / L)$, non decreasing in the third argument $V T / L$, such that

$$
\left\|\xi_{ \pm t, s}-\tilde{\xi}_{ \pm t, s}\right\|_{k, \gamma} \leq C_{b} \exp \left(C_{b} \frac{V}{L}|t-s|\right) \int_{s}^{t} \mathrm{~d} r\left\|v_{ \pm}(r)-\tilde{v}_{ \pm}(r)\right\|_{k, \gamma}
$$

for all ( $s, t$ ) such that $0 \leq s \leq t \leq T$.
Proof. Obviously the two solutions $\xi_{ \pm t, s}$ and $\tilde{\xi}_{ \pm t, s}$ of the backward stochastic differential Eq. (98) satisfy

$$
\begin{equation*}
\xi_{ \pm t, s}-\tilde{\xi}_{ \pm t, s}=-\int_{s}^{t} \mathrm{~d} r\left(v_{ \pm}\left(r, \xi_{ \pm t, r}(x)\right)-\tilde{v}_{ \pm}\left(r, \tilde{\xi}_{ \pm t, r}(x)\right)\right) . \tag{112}
\end{equation*}
$$

Using the following standard inequality (see, e.g., [94]),

$$
\begin{align*}
& \|f \circ g-\tilde{f} \circ \tilde{g}\|_{k, \gamma} \leq C(k, \gamma)\left(1+\|D g\|_{k-1, \gamma}+\|D \tilde{g}\|_{k-1, \gamma}\right)^{k+1} \\
& {\left[\|f-\tilde{f}\|_{k, \gamma}+\min \left\{\|D f\|_{k, \gamma},\|D \tilde{f}\|_{k, \gamma}\right\}\|g-\tilde{g}\|_{k, \gamma}\right],} \tag{113}
\end{align*}
$$

estimate (111) and a Gronwall lemma, we obtain from (112),

$$
\begin{aligned}
&\left\|\xi_{ \pm t, s}-\tilde{\xi}_{ \pm t, s}\right\|_{k, \gamma} \leq C(k, \gamma) \int_{s}^{t} \mathrm{~d} r\left(1+\left\|D \xi_{ \pm t, r}\right\|_{k-1, \gamma}+\left\|D \tilde{\xi}_{ \pm t, r}\right\|_{k-1, \gamma}\right)^{k+1} \\
& {\left[\left\|v_{ \pm}(r)-\tilde{v}_{ \pm}(r)\right\|_{k, \gamma}+\min \left\{\left\|D v_{ \pm}(r)\right\|_{k, \gamma},\left\|D \tilde{v}_{ \pm}(r)\right\|_{k, \gamma}\right\}\left\|\xi_{ \pm t, r}-\tilde{\xi}_{ \pm t, r}\right\|_{k, \gamma}\right] } \\
& \leq C(k, \gamma) \int_{s}^{t} \mathrm{~d} r\left(1+\exp \left(C_{b} \frac{V}{L}|t-r|\right)\right)^{k+\gamma} \\
& 28
\end{aligned}
$$

$$
\begin{aligned}
& {\left[\left\|v_{ \pm}(r)-\tilde{v}_{ \pm}(r)\right\|_{k, \gamma}+\frac{V}{L}\left\|\xi_{ \pm t, r}-\tilde{\xi}_{ \pm t, r}\right\|_{k, \gamma}\right] } \\
\leq & C_{\mathrm{b}}(k, \gamma, V T / L) \int_{s}^{t} \mathrm{~d} r\left[\left\|v_{ \pm}(r)-\tilde{v}_{ \pm}(r)\right\|_{k, \gamma}+\frac{V}{L}\left\|\xi_{ \pm t, r}-\tilde{\xi}_{ \pm t, r}\right\|_{k, \gamma}\right] \\
\leq & C_{\mathrm{b}} \exp \left(C_{\mathrm{b}} \frac{V}{L}|t-s|\right) \int_{s}^{t} \mathrm{~d} r\left\|v_{ \pm}(r)-\tilde{v}_{ \pm}(r)\right\|_{k, \gamma}
\end{aligned}
$$

which ends the proof of Lemma 3.

In order to prove the existence of a fixed point for the map $\mathcal{M}=\Upsilon^{2} \rightarrow \Upsilon^{2}$, with the space $\Upsilon$ defined by (95), we have to show that the application $\mathcal{M}$ maps $\Upsilon^{2}$ into itself and that the application $\mathcal{M}$ is a contraction for the norm $\|\cdot\|_{\Upsilon^{2}}$ defined by (102). We first show that $\mathcal{M}$ maps $\Upsilon^{2}$ into itself. Let $C_{\mathcal{F}}$ be the continuity constant of the integro-differential linear operator $\mathcal{F}:=\left(\mathcal{F}_{+}, \mathcal{F}_{-}\right)$defined by (101) and which is continuous from $\mathscr{C}^{k, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right) \times \mathscr{C}^{k, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right)$ into $\mathscr{C}^{k+1, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right) \times \mathscr{C}^{k+1, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right)$. This results from the regularity estimates of the linear elliptic operator $\mathcal{F}$ (see, e.g., [76]). We note that the constant $C_{\mathcal{F}}=C_{\mathcal{F}}\left(k, \gamma, d_{e}, d_{i}\right)$ depends on $k, \gamma, d_{e}$ and $d_{i}$. Using elliptic regularity estimates, the algebra property of the space $\mathscr{C}^{k, \gamma}$ and inequality (109), we obtain

$$
\begin{align*}
&\|\mathcal{M}(\mathfrak{u}(t))\|_{k+1, \gamma}=\left\|\mathcal{M}\left(v_{+}(t), v_{-}(t)\right)\right\|_{k+1, \gamma} \\
&:=\left\|\mathcal{F}_{+}\left(B_{+}(t), B_{-}(t)\right)\right\|_{k+1, \gamma}+\left\|\mathcal{F}_{-}\left(B_{+}(t), B_{-}(t)\right)\right\|_{k+1, \gamma} \\
& \leq C_{\mathcal{F}} L\left(\left\|B_{+}(t)\right\|_{k, \gamma}+\left\|B_{-}(t)\right\|_{k, \gamma}\right) \\
& \leq C_{\mathcal{F}} L \sum_{i=1,2,3}\left(\left\|\mathbb{E}\left[\nabla\left(A_{+0}^{i} \circ \xi_{+t, 0}\right) \times \nabla \xi_{+t, 0}^{i}\right]\right\|_{k, \gamma}\right. \\
&\left.\quad+\left\|\mathbb{E}\left[\nabla\left(A_{-0}^{i} \circ \xi_{-t, 0}\right) \times \nabla \xi_{-t, 0}^{i}\right]\right\|_{k, \gamma}\right) \\
& \leq C_{\mathcal{F}} C_{a}^{2} L \sup _{\Omega}\left\{\left\|D A_{+0} \circ \xi_{+t, 0}\right\|_{k, \gamma}\left\|D \xi_{+t, 0}\right\|_{k, \gamma}^{2}+\left\|D A_{-0} \circ \xi_{-t, 0}\right\|_{k, \gamma}\left\|D \xi_{-t, 0}\right\|_{k, \gamma}^{2}\right\} \\
& \leq C_{\mathcal{F}} C_{a}^{2} L \sup _{\Omega}\left\{\left\|A_{+0}\right\|_{k+1, \gamma}\left(1+\left\|D \xi_{+t, 0}\right\|_{k-1, \gamma}\right)^{k+\gamma}\left\|D \xi_{+t, 0}\right\|_{k, \gamma}^{2}\right. \\
&\left.\quad+\left\|A_{-0}\right\|_{k+1, \gamma}\left(1+\left\|D \xi_{-t, 0}\right\|_{k-1, \gamma}\right)^{k+\gamma}\left\|D \xi_{-t, 0}\right\|_{k, \gamma}^{2}\right\} \\
& \leq C_{\mathcal{F}} C_{a}^{2} L \sup _{\Omega}\left\{\left\|A_{+0}\right\|_{k+1, \gamma}\left(2+\left\|D \varphi_{+t, 0}\right\|_{k, \gamma}\right)^{k+\gamma+2}\right. \\
&\left.\quad+\left\|A_{-0}\right\|_{k+1, \gamma}\left(2+\left\|D \varphi_{-t, 0}\right\|_{k, \gamma}\right)^{k+\gamma+2}\right\}, \tag{114}
\end{align*}
$$

where $\Omega$ is the probability space on which the stochastic processes are defined. Using Lemma 2 , we choose $T$ small enough so that $\left\|D \varphi_{ \pm t, 0}\right\|_{k, \gamma} \leq \Lambda$, for all $t \in[0, T]$, i.e., $\varphi_{ \pm t, 0} \in \Phi$, where the space $\Phi$ has been defined by (96). Therefore, we obtain from (114),

$$
\|\mathcal{M}(\mathfrak{u}(t))\|_{k+1, \gamma} \leq C_{\mathcal{F}} C_{a}^{2}(2+\Lambda)^{k+\gamma+2}\left(\left\|A_{+0}\right\|_{k+1, \gamma}+\left\|A_{-0}\right\|_{k+1, \gamma}\right)
$$

Setting

$$
\kappa=\kappa\left(k, \gamma, d_{e}, d_{i}\right):=C_{\mathcal{F}} C_{a}^{2}(2+\Lambda)^{k+\gamma+2}, \quad \text { and } \quad V:=\kappa\left(\left\|A_{+0}\right\|_{k+1, \gamma}+\left\|A_{-0}\right\|_{k+1, \gamma}\right)
$$

we obtain $\sup _{t \in[0, T]}\|\mathcal{M}(\mathfrak{u}(t))\|_{k+1, \gamma} \leq V$ and then $\mathcal{M}$ maps $\Upsilon^{2}$ into itself. We now show that the map $\mathcal{M}$ is a contraction for the norm $\|\cdot\| r^{2}$ defined by (102). Using the algebra property of the space $\mathscr{C}^{k, \gamma}$ and the continuity of the operator $\mathcal{F}$ from $\mathscr{C}^{k, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right) \times \mathscr{C}^{k, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right)$ into $\mathscr{C}^{k+1, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right) \times \mathscr{C}^{k+1, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right)$, we obtain

$$
\|\mathcal{M}(\mathfrak{u}(t))-\mathcal{M}(\tilde{\mathfrak{u}}(t))\|_{k, \gamma}:=\left\|\mathcal{F}_{+}\left(B_{+}(t)-\tilde{B}_{+}(t), B_{-}(t)-\tilde{B}_{-}(t)\right)\right\|_{k, \gamma}+
$$

$$
\begin{aligned}
& \left\|\mathcal{F}_{-}\left(B_{+}(t)-\tilde{B}_{+}(t), B_{-}(t)-\tilde{B}_{-}(t)\right)\right\|_{k, \gamma} \\
& \leq C_{\mathcal{F}} L\left(\left\|B_{+}(t)-\tilde{B}_{+}(t)\right\|_{k-1, \gamma}+\left\|B_{-}(t)-\tilde{B}_{-}(t)\right\|_{k-1, \gamma}\right) \\
& \leq C_{\mathcal{F}} L \sum_{i=1,2,3}\left(\left\|\mathbb{E}\left[\nabla\left(A_{+0}^{i} \circ \xi_{+t, 0}\right) \times \nabla \xi_{+t, 0}^{i}-\nabla\left(\tilde{A}_{+0}^{i} \circ \tilde{\xi}_{+t, 0}\right) \times \nabla \tilde{\xi}_{+t, 0}^{i}\right]\right\|_{k-1, \gamma}\right. \\
& \left.\quad+\left\|\mathbb{E}\left[\nabla\left(A_{-0}^{i} \circ \xi_{-t, 0}\right) \times \nabla \xi_{-t, 0}^{i}-\nabla\left(\tilde{A}_{-0}^{i} \circ \tilde{\xi}_{-t, 0}\right) \times \nabla \tilde{\xi}_{-t, 0}^{i}\right]\right\|_{k-1, \gamma}\right) \\
& \leq C_{\mathcal{F}} C_{a}^{2} L \sup _{\Omega}\left\{\left\|D A_{+0} \circ \xi_{+t, 0}-D \tilde{A}_{+0} \circ \tilde{\xi}_{+t, 0}\right\|_{k-1, \gamma}\left\|D \xi_{-t, 0}\right\|_{k-1, \gamma}^{2}+\right. \\
& \quad\left\|D \tilde{A}_{+0} \circ \tilde{\xi}_{-t, 0}\right\|_{k-1, \gamma}\left\|D \xi_{+t, 0}-D \tilde{\xi}_{+t, 0}\right\|_{k-1, \gamma}\left(\left\|D \xi_{+t, 0}\right\|_{k-1, \gamma}+\left\|D \tilde{\xi}_{-t, 0}\right\|_{k-1, \gamma}\right)+ \\
& \left\|D A_{-0} \circ \xi_{-t, 0}-D \tilde{A}_{-0} \circ \tilde{\xi}_{-t, 0}\right\|_{k-1, \gamma}\left\|D \xi_{-t, 0}\right\|_{k-1, \gamma}^{2}+ \\
& \left.\quad\left\|D \tilde{A}_{-0} \circ \tilde{\xi}_{-t, 0}\right\|_{k-1, \gamma}\left\|D \xi_{-t, 0}-D \tilde{\xi}_{-t, 0}\right\|_{k-1, \gamma}\left(\left\|D \xi_{-t, 0}\right\|_{k-1, \gamma}+\left\|D \tilde{\xi}_{-t, 0}\right\|_{k-1, \gamma}\right)\right\} .
\end{aligned}
$$

Using inequalities (109) and (113), the previous estimate becomes

$$
\begin{aligned}
& \|\mathcal{M}(\mathfrak{u}(t))-\mathcal{M}(\tilde{\mathfrak{u}}(t))\|_{k, \gamma} \\
& \quad \leq C_{\mathcal{F}} C_{a}^{2} L \sup _{\Omega}\left\{\left(1+\left\|D \xi_{+t, 0}\right\|_{k-2, \gamma}+\left\|D \tilde{\xi}_{+t, 0}\right\|_{k-2, \gamma}\right)^{k}\left\|D \xi_{+t, 0}\right\|_{k-1, \gamma}^{2}\right. \\
& \quad\left[\left\|D A_{+0}-D \tilde{A}_{+0}\right\|_{k-1, \gamma}+\min \left(\left\|D^{2} A_{+0}\right\|_{k-1, \gamma},\left\|D^{2} \tilde{A}_{+0}\right\|_{k-1, \gamma}\right)\left\|\xi_{+t, 0}-\tilde{\xi}_{+t, 0}\right\|_{k-1, \gamma}\right]+ \\
& \quad\left\|D \tilde{A}_{+0}\right\|_{k-1, \gamma}\left(1+\left\|D \tilde{\xi}_{+t, 0}\right\|_{k-2, \gamma}\right)^{k-1+\gamma}\left\|D \xi_{+t, 0}-D \tilde{\xi}_{+t, 0}\right\|_{k-1, \gamma}\left(\left\|D \xi_{+t, 0}\right\|_{k-1, \gamma}+\left\|D \tilde{\xi}_{+t, 0}\right\|_{k-1, \gamma}\right) \\
& \quad+\left(1+\left\|D \xi_{-t, 0}\right\|_{k-2, \gamma}+\left\|D \tilde{\xi}_{-t, 0}\right\|_{k-2, \gamma}\right)^{k}\left\|D \xi_{-t, 0}\right\|_{k-1, \gamma}^{2} \\
& \quad\left[\left\|D A_{-0}-D \tilde{A}_{-0}\right\|_{k-1, \gamma}+\min \left(\left\|D^{2} A_{-0}\right\|_{k-1, \gamma},\left\|D^{2} \tilde{A}_{-0}\right\|_{k-1, \gamma}\right)\left\|\xi_{-t, 0}-\tilde{\xi}_{-t, 0}\right\|_{k-1, \gamma}\right]+
\end{aligned}
$$

$$
\begin{equation*}
\left.\left\|D \tilde{A}_{-0}\right\|_{k-1, \gamma}\left(1+\left\|D \tilde{\xi}_{-t, 0}\right\|_{k-2, \gamma}\right)^{k-1+\gamma}\left\|D \xi_{-t, 0}-D \tilde{\xi}_{-t, 0}\right\|_{k-1, \gamma}\left(\left\|D \xi_{-t, 0}\right\|_{k-1, \gamma}+\left\|D \tilde{\xi}_{-t, 0}\right\|_{k-1, \gamma}\right)\right\} . \tag{115}
\end{equation*}
$$

Using Lemma 2, we choose $T$ small enough so that $\left\|D \varphi_{ \pm t, 0}\right\|_{k-1, \gamma} \leq \Lambda$ and $\left\|D \tilde{\varphi}_{ \pm t, 0}\right\|_{k-1, \gamma} \leq \Lambda$, for all $t \in[0, T]$, hence $\left\|D \xi_{ \pm t, 0}\right\|_{k-1, \gamma} \leq 1+\Lambda$ and $\left\|D \tilde{\xi}_{ \pm t, 0}\right\|_{k-1, \gamma} \leq 1+\Lambda$. Therefore, we obtain from (115),

$$
\begin{aligned}
&\|\mathcal{M}(\mathfrak{u}(t))-\mathcal{M}(\tilde{\mathfrak{u}}(t))\|_{k, \gamma} \\
& \leq C_{\mathcal{F}} C_{a}^{2} L \sup _{\Omega}\left\{( 3 + 2 \Lambda ) ^ { k + 2 } \left[L^{-1}\left\|A_{+0}-\tilde{A}_{+0}\right\|_{k, \gamma}\right.\right. \\
&\left.+L^{-2} \min \left(\left\|A_{+0}\right\|_{k+1, \gamma},\left\|\tilde{A}_{+0}\right\|_{k+1, \gamma}\right)\left\|\xi_{+t, 0}-\tilde{\xi}_{+t, 0}\right\|_{k-1, \gamma}\right] \\
&+L^{-2}\left\|\tilde{A}_{+0}\right\|_{k, \gamma}(2+2 \Lambda)^{k+\gamma}\left\|\xi_{+t, 0}-\tilde{\xi}_{+t, 0}\right\|_{k, \gamma} \\
&+(3+2 \Lambda)^{k+\gamma+2}\left[L^{-1}\left\|A_{-0}-\tilde{A}_{-0}\right\|_{k, \gamma}\right. \\
&\left.+L^{-2} \min \left(\left\|A_{-0}\right\|_{k+1, \gamma},\left\|\tilde{A}_{-0}\right\|_{k+1, \gamma}\right)\left\|\xi_{-t, 0}-\tilde{\xi}_{-t, 0}\right\|_{k-1, \gamma}\right] \\
&\left.+L^{-2}\left\|\tilde{A}_{-0}\right\|_{k, \gamma}(2+2 \Lambda)^{k+\gamma}\left\|\xi_{-t, 0}-\tilde{\xi}_{-t, 0}\right\|_{k, \gamma}\right\} \\
& \leq C\left(k, \gamma, d_{e}, d_{i}, \Lambda\right) \sup _{\Omega}\left\{\left\|A_{+0}-\tilde{A}_{+0}\right\|_{k, \gamma}+\left\|A_{-0}-\tilde{A}_{-0}\right\|_{k, \gamma}\right. \\
&+L^{-1} \max \left(\left\|A_{+0}\right\|_{k+1, \gamma},\left\|A_{-0}\right\|_{k+1, \gamma},\left\|\tilde{A}_{+0}\right\|_{k+1, \gamma},\left\|\tilde{A}_{-0}\right\|_{k+1, \gamma}\right) \\
&\left.\quad \quad \quad\left\|\xi_{+t, 0}-\tilde{\xi}_{+t, 0}\right\|_{k-1, \gamma}+\left\|\xi_{-t, 0}-\tilde{\xi}_{-t, 0}\right\|_{k-1, \gamma}\right) \\
&\left.+L^{-1}\left(\left\|\tilde{A}_{+0}\right\|_{k, \gamma}+\left\|\tilde{A}_{-0}\right\|_{k, \gamma}\right)\left[\left\|\xi_{+t, 0}-\tilde{\xi}_{+t, 0}\right\|_{k, \gamma}+\left\|\xi_{-t, 0}-\tilde{\xi}_{-t, 0}\right\|_{k, \gamma}\right]\right\} .
\end{aligned}
$$

Using Lemma 3 and the previous estimate, we obtain

$$
\begin{align*}
& \|\mathcal{M}(\mathfrak{u}(t))-\mathcal{M}(\tilde{\mathfrak{u}}(t))\|_{k, \gamma} \leq C\left(k, \gamma, d_{e}, d_{i}, \Lambda\right)\left\{\left\|A_{+0}-\tilde{A}_{+0}\right\|_{k, \gamma}+\left\|A_{-0}-\tilde{A}_{-0}\right\|_{k, \gamma}\right\} \\
& \quad+C_{b} \frac{V}{L} \exp \left(C_{b} \frac{V}{L} t\right) \int_{0}^{t} \mathrm{~d} r\left(\left\|v_{+}(r)-\tilde{v}_{+}(r)\right\|_{k, \gamma}+\left\|v_{-}(r)-\tilde{v}_{-}(r)\right\|_{k, \gamma}\right) . \tag{116}
\end{align*}
$$

Without loss of generality, we can assume the same initial conditions, i.e., $A_{ \pm 0}=\tilde{A}_{ \pm 0}$. Then, using definition (102) for the norm $\|\cdot\|_{r^{2}}$, and taking the supremum in time in estimate (116) for $t \in[0, T]$, we obtain

$$
\begin{equation*}
\|\mathcal{M}(\mathfrak{u})-\mathcal{M}(\tilde{\mathfrak{u}})\|_{r^{2}} \leq C_{b} \frac{V T}{L} \exp \left(C_{b} \frac{V T}{L}\right)\|\mathfrak{u}-\tilde{\mathfrak{u}}\|_{r^{2}} . \tag{117}
\end{equation*}
$$

The map $\mathcal{M}$ is contracting in $\left(\Upsilon^{2},\|\cdot\|_{\gamma^{2}}\right)$ if $C_{b} V T / L \exp \left(C_{b} V T / L\right)<1$, where $C_{b}=C_{b}\left(k, \gamma, d_{e}, d_{i}, V T / L\right)$ is a non decreasing function in its fourth argument $V T / L$. Using the local inversion theorem or the implicit function theorem, there exists a constant $\delta=\delta\left(k, \gamma, d_{e}, d_{i}\right)$ such that if $V T / L<\delta<1$ then $C_{b} V T / L \exp \left(C_{b} V T / L\right)<1$, and the map $\mathcal{M}$ is a contraction in $\left(\Upsilon^{2},\|\cdot\|_{r^{2}}\right)$. Therefore, we obtain

$$
T<\frac{\delta L}{\kappa}\left(\left\|A_{+0}\right\|_{k+1, \gamma}+\left\|A_{-0}\right\|_{k+1, \gamma}\right)^{-1} .
$$

As for the proof of the Banach fixed-point theorem from the Picard method of successive approximations, the existence of a fixed point for the map $\mathcal{M}$ can be constructed by successive iterations. For this, we define $\mathfrak{u}_{n+1}=\mathcal{M}\left(\mathfrak{u}_{n}\right)$. From the contraction property of the map $\mathcal{M}$, the sequence $\left\{\mathfrak{u}_{n}\right\}_{n \geq 0}$ converges strongly in $\left(\Upsilon^{2},\|\cdot\|_{\Upsilon^{2}}\right)$. Since $\Upsilon^{2}$ is a closed and convex set, and since the sequence $\left\{\mathfrak{u}_{n}\right\}_{n \geq 0}$ is uniformly bounded in $\mathscr{C}^{k+1, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right) \times \mathscr{C}^{k+1, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right)$, this sequence has a weak limit $\overline{\mathfrak{u}} \in \Upsilon^{2}$. Since from the contraction property, the map $\mathcal{M}$ is continuous in $\mathscr{C}^{k, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right) \times \mathscr{C}^{k, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right)$, this limit $\overline{\mathfrak{u}}$ must be the fixed point of the map $\mathcal{M}$, i.e., the solution of the system (92)-(94). This ends the proof of Theorem 3.

### 4.2. The non-resistive limit of the SL-IXMHD equations

Here, we show that the solutions of the SL-IXMHD Eqs. (92)-(94), with periodic boundary conditions, converge to the solutions of the ideal IXMHD as the resistivity parameters $\eta:=\left(\eta_{+}, \eta_{-}\right)$tend to zero, at a rate of one-half with respect to the resistivity parameters $|\eta|=\left(\eta_{+}^{2}+\eta_{-}^{2}\right)^{1 / 2}$ and the time variable. More precisely we state the following theorem.

Theorem 4. Let $k \geq 2$ and $A_{ \pm 0} \in \mathscr{C}^{k+1, \gamma}\left(\mathbb{T}_{L}^{3}, \mathbb{R}^{3}\right)$ be divergence free. Let $V$ and $T$ be as in Theorem 3, i.e., such that $V T / L<\delta\left(k, \gamma, d_{e}, d_{i}\right)$ and $V=\kappa\left(k, \gamma, d_{e}, d_{i}\right)\left(\left\|A_{+0}\right\|_{k+1, \gamma}+\left\|A_{-0}\right\|_{k+1, \gamma}\right)$. For each $\eta=$ $\left(\eta_{+}, \eta_{-}\right)$, let $\left(v_{ \pm}^{\eta}, B_{ \pm}^{\eta}\right)$ be the solution of the SL-IXMHD system (92)-(94) on the time interval $[0, T]$. Making $T$ smaller if necessary, let $\left(v_{ \pm}, B_{ \pm}\right)$be the solutions of the ideal incompressible extended MHD system (namely Eqs. (51)-(53) with $\eta_{+}=\eta_{-}=0$ ) with initial data $A_{ \pm 0}$ and defined on the interval $[0, T]$. Then, there exist two constants $C_{\sharp}=C_{\sharp}\left(k, \gamma, d_{e}, d_{i}\right)$ and $C_{*}=C_{*}\left(k, \gamma, d_{e}, d_{i}\right)$ such that for all $t \in[0, T]$ we have

$$
\left\|B_{ \pm}^{\eta}(t)-B_{ \pm}(t)\right\|_{k, \gamma} \leq C_{\sharp} \frac{V}{L^{2}} \sqrt{|\eta| t}, \quad \text { and } \quad\left\|v_{ \pm}^{\eta}(t)-v_{ \pm}(t)\right\|_{k, \gamma} \leq C_{*} \frac{V}{L} \sqrt{|\eta| t} .
$$

Proof. The (backward in time) Lagrangian formulation of the ideal incompressible extended MHD system reads

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} s} \xi_{ \pm t, s}(x) & =v_{ \pm}\left(s, \xi_{ \pm t, s}(x)\right), \quad \xi_{ \pm t, t}(x)=x \\
B_{ \pm}(t, x) & =\sum_{i=1,2,3} \nabla\left(A_{ \pm}^{i}(s) \circ \xi_{ \pm, t, s}(x)\right) \times \nabla \xi_{ \pm t, s}^{i}(x) \\
v_{ \pm} & =\mathcal{F}_{ \pm}\left(B_{+}, B_{-}\right), \quad \nabla \times A_{ \pm}=B_{ \pm}, \quad \nabla \cdot A_{ \pm}=0
\end{aligned}
$$

for all $x \in \mathbb{T}_{L}^{3}$ and for all $(s, t)$ such that $0 \leq s \leq t \leq T$, and where the integro-differential operators $\mathcal{F}_{ \pm}$are given by (101). Let ( $\xi_{ \pm t, s}^{\eta}, v_{ \pm}^{\eta}, B_{ \pm}^{\eta}$ ) be the unique solution of the SL-IXMHD system (92)-(94) or (56)-(59). Then, for all $x \in \mathbb{T}_{L}^{3}$ and for all $(s, t)$ such that $0 \leq s \leq t \leq T$, we have

$$
\xi_{ \pm t, s}^{\eta}(x)-\xi_{ \pm t, s}(x)=-\int_{s}^{t} \mathrm{~d} r\left(v_{ \pm}^{\eta}(r) \circ \xi_{ \pm t, r}^{\eta}(x)-v_{ \pm}(r) \circ \xi_{ \pm t, r}(x)\right)+\sqrt{2 \eta_{ \pm}}(W(s)-W(t)) .
$$

Using this equation and following the proof of Lemma 3, we can show that there exists a constant $C_{\sharp}\left(k, \gamma, V T / L<\delta\left(k, \gamma, d_{e}, d_{i}\right)\right)=C_{\sharp}\left(k, \gamma, d_{e}, d_{i}\right)$ such that for $k \geq 2$, we have

$$
\begin{aligned}
& \left\|\xi_{ \pm t, s}^{\eta}-\xi_{ \pm t, s}\right\|_{k+1, \gamma} \\
& \quad \leq C_{\sharp} \int_{s}^{t} \mathrm{~d} r\left(\left\|v_{ \pm}^{\eta}(r)-v_{ \pm}(r)\right\|_{k+1, \gamma}+\frac{V}{L}\left\|\xi_{ \pm t, r}^{\eta}-\xi_{ \pm t, r}\right\|_{k+1, \gamma}\right)+\sqrt{2 \eta_{ \pm}}|W(s)-W(t)| .
\end{aligned}
$$

Using this estimate and a Gronwall lemma, we obtain

$$
\left\|\xi_{ \pm t, s}^{\eta}-\xi_{ \pm t, s}\right\|_{k+1, \gamma} \leq C_{\sharp}\left(\int_{s}^{t} \mathrm{~d} r\left\|v_{ \pm}^{\eta}(r)-v_{ \pm}(r)\right\|_{k+1, \gamma}+\sqrt{2 \eta_{ \pm}}|W(s)-W(t)|\right) \exp \left(C_{\sharp} \frac{V}{L}|t-s|\right) .
$$

Taking the expectation of the previous estimate, we obtain for all $(s, t)$ such that $0 \leq s \leq t \leq T$,

$$
\begin{equation*}
\mathbb{E}\left\|\xi_{ \pm t, s}^{\eta}-\xi_{ \pm t, s}\right\|_{k+1, \gamma} \leq C_{\sharp}\left(\sqrt{\eta_{ \pm}|t-s|}+\int_{s}^{t} \mathrm{~d} r\left\|v_{ \pm}^{\eta}(r)-v_{ \pm}(r)\right\|_{k+1, \gamma}\right) \exp \left(C_{\sharp} \frac{V}{L}|t-s|\right) . \tag{118}
\end{equation*}
$$

Using our Lagrangian formulation, we obtain

$$
\begin{aligned}
\left\|B_{ \pm}^{\eta}(t)-B_{ \pm}(t)\right\|_{k, \gamma} & \leq\left\|\mathbb{E} \sum_{i=1,2,3}\left[\nabla\left(A_{ \pm 0}^{i} \circ \xi_{ \pm t, 0}^{\eta}\right) \times \nabla \xi_{ \pm t, 0}^{\eta i}-\nabla\left(A_{ \pm 0}^{i} \circ \xi_{ \pm t, 0}\right) \times \nabla \xi_{ \pm t, 0}^{i}\right]\right\|_{k, \gamma} \\
& \leq \mathbb{E}\left\|\sum_{i=1,2,3}\left[\nabla\left(A_{ \pm 0}^{i} \circ \xi_{ \pm t, 0}^{\eta}\right) \times \nabla \xi_{ \pm t, 0}^{\eta i}-\nabla\left(A_{ \pm 0}^{i} \circ \xi_{ \pm t, 0}\right) \times \nabla \xi_{ \pm t, 0}^{i}\right]\right\|_{k, \gamma} .
\end{aligned}
$$

Using this estimate and following the proof of the contraction property of the map $\mathcal{M}$, done in the proof of Theorem 3, we can show that there exists a constant $C_{\star}=C_{\star}\left(k, \gamma, d_{e}, d_{i}\right)$ such that

$$
\left\|B_{ \pm}^{\eta}(t)-B_{ \pm}(t)\right\|_{k, \gamma} \leq C_{\star} \frac{V}{L^{2}} \mathbb{E}\left\|\xi_{ \pm t, 0}^{\eta}-\xi_{ \pm t, 0}\right\|_{k+1, \gamma}
$$

Combining this estimate with estimate (118) in which we take $s=0$, we obtain

$$
\begin{equation*}
\left\|B_{ \pm}^{\eta}(t)-B_{ \pm}(t)\right\|_{k, \gamma} \leq C_{\sharp} \frac{V}{L^{2}}\left(\sqrt{\eta_{ \pm} t}+\int_{0}^{t} \mathrm{~d} r\left\|v_{ \pm}^{\eta}(r)-v_{ \pm}(r)\right\|_{k+1, \gamma}\right) \exp \left(C_{\sharp} \frac{V}{L} t\right) . \tag{119}
\end{equation*}
$$

Using the continuity of the linear operator $\mathcal{F}=\left(\mathcal{F}_{+}, \mathcal{F}_{-}\right)$from $\mathscr{C}^{k, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right) \times \mathscr{C}^{k, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right)$ into $\mathscr{C}^{k+1, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right) \times \mathscr{C}^{k+1, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right)$ with the continuity constant $C_{\mathcal{F}}$, we obtain

$$
\begin{align*}
\left\|v_{ \pm}^{\eta}(r)-v_{ \pm}(r)\right\|_{k+1, \gamma} & =\left\|\mathcal{F}_{ \pm}\left(B_{+}^{\eta}(r), B_{-}^{\eta}(r)\right)-\mathcal{F}_{ \pm}\left(B_{+}(r), B_{-}(r)\right)\right\|_{k+1, \gamma} \\
& =\left\|\mathcal{F}_{ \pm}\left(B_{+}^{\eta}(r)-B_{+}(r), B_{-}^{\eta}(r)-B_{-}(r)\right)\right\|_{k+1, \gamma} \\
& \leq C_{\mathcal{F}} L\left(\left\|B_{+}^{\eta}(r)-B_{+}(r)\right\|_{k, \gamma}+\left\|B_{-}^{\eta}(r)-B_{-}(r)\right\|_{k, \gamma}\right) \tag{120}
\end{align*}
$$

We set $X(t):=\left\|B_{+}^{\eta}(t)-B_{+}(t)\right\|_{k, \gamma}+\left\|B_{-}^{\eta}(t)-B_{-}(t)\right\|_{k, \gamma}$. Using estimates (119)-(120) and a Gronwall lemma, we obtain

$$
\begin{aligned}
X(t) & \leq C_{\sharp} \frac{V}{L^{2}}\left(\sqrt{\left(\eta_{+}+\eta_{-}\right) t}+L \int_{0}^{t} \mathrm{~d} r X(r)\right) \exp \left(C_{\sharp} \frac{V}{L} t\right) \\
& \leq C_{\sharp} \frac{V}{L^{2}} \sqrt{\left(\eta_{+}+\eta_{-}\right) t} \exp \left(C_{\sharp} \frac{V T}{L}\right) \exp \left(C_{\sharp} \frac{V T}{L} \exp \left(C_{\sharp} \frac{V T}{L}\right)\right) \\
& \leq C_{\sharp} \frac{V}{L^{2}} \sqrt{\left(\eta_{+}+\eta_{-}\right) t} \exp \left(C_{\sharp} \delta\right) \exp \left(C_{\sharp} \delta \exp \left(C_{\sharp} \delta\right)\right) \\
& \leq C_{\sharp} \frac{V}{L^{2}} \sqrt{\left(\eta_{+}+\eta_{-}\right) t} \leq C_{\sharp} \frac{V}{L^{2}} \sqrt{|\eta| t},
\end{aligned}
$$

which ends the proof of the first estimate of Theorem 4. Combining this last estimate with estimate (120), we obtain the second estimate of Theorem 4, whose the proof is complete.

### 4.3. Global existence of classical solutions to the SL-IXMHD equations

Here, we give a proof of the global-in-time existence of the SL-IXMHD Eqs. (92)-(94) for large resistivity or small initial data. The precise statement of this result is the following.

Theorem 5. Let $k \geq 2$ and $A_{ \pm 0} \in \mathscr{C}^{k+1, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right)$ be divergence free. Let $\mathcal{R}_{m}^{ \pm}:=L\left(\left\|A_{+0}\right\|_{k+1, \gamma}+\right.$ $\left.\left\|A_{-0}\right\|_{k+1, \gamma}\right) / \eta_{ \pm}$be the magnetic Reynolds numbers of the flow. Then, there exist a time

$$
T=T\left(k, \gamma, d_{e}, d_{i}, L /\left\{\left\|A_{+0}\right\|_{k+1, \gamma}+\left\|A_{-0}\right\|_{k+1, \gamma}\right\}\right)
$$

and a constant $\mathcal{R}_{m}^{*}=\mathcal{R}_{m}^{*}\left(k, \gamma, d_{e}, d_{i}\right)$ such that for all $0<\mathcal{R}_{m}^{ \pm}<\mathcal{R}_{m}^{*}$, the solution $\left(\xi_{ \pm}, v_{ \pm}, B_{ \pm}\right)$of the SL-IXMHD Eqs. (92)-(94) with magnetic Reynolds numbers $\mathcal{R}_{m}^{ \pm}$and initial data $A_{ \pm 0}$ is in $\mathscr{C}([0, T] \times$ $\left.[0, T] ; \mathscr{C}^{k+1, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{T}_{L}^{3}\right)\right) \times \mathscr{C}\left([0, T] ; \mathscr{C}^{k+1, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right)\right) \times \mathscr{C}\left([0, T] ; \mathscr{C}^{k, \gamma}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}^{3}\right)\right)$ and satisfies

$$
\left\|B_{ \pm}(T)\right\|_{k, \gamma} \leq\left\|B_{ \pm 0}\right\|_{k, \gamma},
$$

with $B_{ \pm 0}=\nabla \times A_{ \pm 0}$.

Remark 13. Theorem 5 says that for magnetic Reynolds numbers $\mathcal{R}_{m}^{ \pm}$small enough we have the global-intime existence of classical solutions for the SL-IXMHD Eqs. (92)-(94). This statement contains two cases. If the resistivity parameters $\eta_{ \pm}$are fixed, then $\mathcal{R}_{m}^{ \pm}$small means $\left\|A_{ \pm 0}\right\|_{k+1, \gamma}$ small; this is the case of small initial data. If the norm of the initial data $\left\|A_{ \pm 0}\right\|_{k+1, \gamma}$ are fixed, then $\mathcal{R}_{m}^{ \pm}$small means $\eta_{ \pm}$large; this is the case of large resistivity parameters.

Proof of Theorem 5. The proof is divided in three steps. The first step consists in obtaining some basic a priori estimates for the magnetic fields $B_{ \pm}$by using our new Lagrangian formulation. The second step is devoted to obtain some Bismut-type estimates in the same spirit as in [168]. Finally, the third step combines the two previous steps with an inductive argument to show the estimate $\left\|B_{ \pm}(T)\right\|_{k, \gamma} \leq\left\|B_{ \pm 0}\right\|_{k, \gamma}$.

Step 1. We denote by $\varepsilon_{l m n}$ the standard Levi-Civita symbol, which gives the sign of the permutation of $(l, m, n)$. The symbol $\delta_{i j}$ is the standard Kronecker symbol. Here, we use the Einstein summation convention, which stipulates that an index appearing twice in a single term implies summation of that term over all the values of the index. Using our Lagrangian formulation, we have for $k \geq 2$ and $\ell \in\{1,2,3\}$,

$$
\begin{equation*}
\left\|B_{ \pm}^{\ell}(t)\right\|_{k, \gamma}=\left\|\mathbb{E}\left[\varepsilon_{\ell m n} \partial_{j} A_{ \pm 0}^{i} \circ \xi_{ \pm t, 0} \partial_{m} \xi_{ \pm t, 0}^{j} \partial_{n} \xi_{ \pm t, 0}^{i}\right]\right\|_{k, \gamma} . \tag{121}
\end{equation*}
$$

Using $B_{ \pm 0}^{\ell}=\varepsilon_{\ell m n} \partial_{m} A_{ \pm 0}^{n}$, we observe the following decomposition,

$$
\begin{aligned}
\varepsilon_{\ell m n} \partial_{j} A_{ \pm 0}^{i} \circ \xi_{ \pm t, 0} \partial_{m} \xi_{ \pm t, 0}^{j} \partial_{n} \xi_{ \pm t, 0}^{i} & =B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0} \\
& +\varepsilon_{\ell m n} \partial_{j} A_{ \pm 0}^{i} \circ \xi_{ \pm t, 0}\left(\partial_{n} \xi_{ \pm t, 0}^{i}-\delta_{n i}\right) \delta_{m j} \\
& +\varepsilon_{\ell m n} \partial_{j} A_{ \pm 0}^{i} \circ \xi_{ \pm t, 0}\left(\partial_{m} \xi_{ \pm t, 0}^{j}-\delta_{m j}\right) \delta_{n i} \\
& +\varepsilon_{\ell m n} \partial_{j} A_{ \pm 0}^{i} \circ \xi_{ \pm t, 0}\left(\partial_{n} \xi_{ \pm t, 0}^{i}-\delta_{n i}\right)\left(\partial_{m} \xi_{ \pm t, 0}^{j}-\delta_{m j}\right)
\end{aligned}
$$

From this decomposition and using the algebra property of the space $\mathscr{C}^{k, \gamma}$, we obtain for $\ell \in\{1,2,3\}$,

$$
\begin{align*}
\left\|B_{ \pm}^{\ell}(t)\right\|_{k, \gamma} \leq & \left\|\mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]\right\|_{k, \gamma} \\
& +2 C_{a} \mathbb{E}\left[\left\|D A_{ \pm 0} \circ \xi_{ \pm t, 0}\right\|_{k, \gamma}\left\|D \varphi_{ \pm t, 0}\right\|_{k, \gamma}\right] \\
& +C_{a} \mathbb{E}\left[\left\|D A_{ \pm 0} \circ \xi_{ \pm t, 0}\right\|_{k, \gamma}\left\|D \varphi_{ \pm t, 0}\right\|_{k, \gamma}^{2}\right] . \tag{122}
\end{align*}
$$

From Theorem 3 and Lemma 2, there exists a constant $C_{b}\left(k, \gamma, d_{e}, d_{i}, V T / L<\delta\left(k, \gamma, d_{e}, d_{i}\right)\right)=$ $C_{b}\left(k, \gamma, d_{e}, d_{i}\right)$ such that

$$
\begin{align*}
& \left\|D \varphi_{ \pm t, 0}\right\|_{k, \gamma} \leq C_{b} \frac{V t}{L}  \tag{123}\\
& \left\|D A_{ \pm 0} \circ \xi_{ \pm t, 0}\right\|_{k, \gamma} \leq\left\|D A_{ \pm 0}\right\|_{k, \gamma}\left(1+\left\|\xi_{ \pm t, 0}\right\|_{k-1, \gamma}\right)^{k+\gamma} \leq \frac{C_{b}}{L}\left\|A_{ \pm 0}\right\|_{k+1, \gamma} \tag{124}
\end{align*}
$$

Using these estimates in (122), we obtain for $k \geq 2$ and $\ell \in\{1,2,3\}$,

$$
\begin{align*}
\left\|B_{ \pm}^{\ell}(t)\right\|_{k, \gamma} & \leq\left\|\mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]\right\|_{k, \gamma}+C_{b} \frac{V t}{L^{2}}\left(1+\frac{V t}{L}\right)\left\|A_{ \pm 0}\right\|_{k+1, \gamma} \\
& \leq\left\|\mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]\right\|_{k, \gamma}+C_{b} \frac{V t}{L^{2}}(1+\delta)\left\|A_{ \pm 0}\right\|_{k+1, \gamma} \\
& \leq\left\|\mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]\right\|_{k, \gamma}+C_{b} \frac{V t}{L^{2}}\left\|A_{ \pm 0}\right\|_{k+1, \gamma} . \tag{125}
\end{align*}
$$

Step 2. In order to deal with the terms $\mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]$ in (125), we use the following Bismut formula [27]. Let $f \in \mathscr{C}^{1}\left(\mathbb{T}_{L}^{3} ; \mathbb{R}\right)$ and let $\xi_{ \pm t, s}(x)$ be the solution of the backward stochastic differential Eq. (98). Then, the Bismut formula reads

$$
\begin{equation*}
D \mathbb{E} f\left(\xi_{ \pm t, 0}\right)(x)=\frac{1}{t \sqrt{2 \eta_{ \pm}}} \mathbb{E}\left[f\left(\xi_{ \pm t, 0}(x)\right) \int_{t}^{0}\left(r D^{T} v_{ \pm}(r) \circ \xi_{ \pm t, r}(x)-I\right) \mathrm{d} W(r)\right] \tag{126}
\end{equation*}
$$

We now show that there exists a constant $C_{b}=C_{b}\left(k, \gamma, d_{e}, d_{i}\right)$ such that

$$
\begin{align*}
\left|\mathbb{E} f \circ \xi_{ \pm t, 0}\right|_{1} & \leq C_{b} \frac{L}{\sqrt{\eta_{ \pm} t}}\|f\|_{0},  \tag{127}\\
\left|\mathbb{E} f \circ \xi_{ \pm t, 0}\right|_{1, \gamma} & \leq C_{b}\left(V \sqrt{\frac{t}{\eta_{ \pm}}}+\frac{L}{\sqrt{\eta_{ \pm} t}}\right)\|f\|_{0, \gamma} . \tag{128}
\end{align*}
$$

We start by the proof of (127). Using the Bismut formula (126), the Cauchy-Schwarz inequality, the Itô's isometry and Theorem 3, we obtain

$$
\begin{aligned}
\left|D \mathbb{E} f\left(\xi_{ \pm t, 0}(x)\right)\right| & \leq \frac{1}{t \sqrt{2 \eta_{ \pm}}} \mathbb{E}\left[\left|f\left(\xi_{ \pm t, 0}(x)\right)\right| \int_{0}^{t}\left(r D^{T} v_{ \pm}(r) \circ \xi_{ \pm t, r}(x)-I\right) \mathrm{d} W(r) \mid\right] \\
& \leq \frac{1}{t \sqrt{2 \eta_{ \pm}}}\left(\mathbb{E}\left[\left|f\left(\xi_{ \pm t, 0}(x)\right)\right|^{2}\right]\right)^{1 / 2}\left(\mathbb{E}\left[\left|\int_{0}^{t}\left(r D^{T} v_{ \pm}(r) \circ \xi_{ \pm t, r}(x)-I\right) \mathrm{d} W(r)\right|^{2}\right]\right)^{1 / 2} \\
& \leq \frac{1}{t \sqrt{2 \eta_{ \pm}}} \sup _{\Omega}\left\|f \circ \xi_{ \pm t, 0}\right\|_{L^{\infty}\left(\mathbb{T}_{L}^{3}\right)}\left(\int_{0}^{t} \mathrm{~d} r \mathbb{E}\left[\left|r D^{T} v_{ \pm}(r) \circ \xi_{ \pm t, r}(x)-I\right|^{2}\right]\right)^{1 / 2} \\
& \leq \frac{1}{t \sqrt{\eta_{ \pm}}} \sup _{\Omega}\left\|f \circ \xi_{ \pm t, 0}\right\|_{L^{\infty}\left(\mathbb{T}_{L}^{3}\right)}\left(t+t^{3}\left\|D v_{ \pm}\right\|_{L^{\infty}\left([0, T] \times \mathbb{T}_{L}^{3}\right)}^{2}\right)^{1 / 2} \\
& \leq \frac{1}{\sqrt{\eta_{ \pm} t}}\|f\|_{L^{\infty}\left(\mathbb{T}_{L}^{3}\right)}\left(1+t\left\|D v_{ \pm}\right\|_{L^{\infty}\left([0, T] \times \mathbb{T}_{L}^{3}\right)}\right) \\
& \leq \frac{1}{\sqrt{\eta_{ \pm} t}}\|f\|_{L^{\infty}\left(\mathbb{T}_{L}^{3}\right)}\left(1+\frac{V t}{L}\right) \\
& \leq \frac{C_{b}}{\sqrt{\eta_{ \pm} t}}\|f\|_{0} .
\end{aligned}
$$

From this estimate and the definition of the non-dimensional norm $|\cdot|_{1}$, we deduce directly estimate (127). We continue with the proof of (128). Using the Bismut formula (126), we obtain

$$
L^{1+\gamma}\left|D \mathbb{E} f\left(\xi_{ \pm t, 0}(x)\right)-D \mathbb{E} f\left(\xi_{ \pm t, 0}(y)\right)\right||x-y|^{-\gamma}=\frac{L^{1+\gamma}}{t \sqrt{2 \eta_{ \pm}}}|x-y|^{-\gamma}
$$

$$
\begin{align*}
\mathbb{E} & {\left[\left\{f\left(\xi_{ \pm t, 0}(x)\right)-f\left(\xi_{ \pm t, 0}(y)\right)\right\} \int_{t}^{0}\left(r D^{T} v_{ \pm}(r) \circ \xi_{ \pm t, r}(x)-I\right) \mathrm{d} W(r)\right.} \\
& \left.+f\left(\xi_{ \pm t, 0}(y)\right) \int_{t}^{0} r\left(D^{T} v_{ \pm}(r) \circ \xi_{ \pm t, r}(x)-D^{T} v_{ \pm}(r) \circ \xi_{ \pm t, r}(y)\right) \mathrm{d} W(r)\right] . \tag{129}
\end{align*}
$$

Using the Cauchy-Schwarz inequality, the Itô's isometry and Theorem 3, we obtain from (129),

$$
\begin{aligned}
& L^{1+\gamma}\left|D \mathbb{E} f\left(\xi_{ \pm t, 0}(x)\right)-D \mathbb{E} f\left(\xi_{ \pm t, 0}(y)\right)\right||x-y|^{-\gamma} \\
& \leq \frac{L^{1+\gamma}}{t \sqrt{2 \eta_{ \pm}}}|x-y|^{-\gamma}\left\{\left(\mathbb{E}\left[\left|f\left(\xi_{ \pm t, 0}(x)\right)-f\left(\xi_{ \pm t, 0}(y)\right)\right|^{2}\right]\right)^{1 / 2}\right. \\
&\left(\mathbb{E}\left[\left|\int_{0}^{t}\left(r D^{T} v_{ \pm}(r) \circ \xi_{ \pm t, r}(x)-I\right) \mathrm{d} W(r)\right|^{2}\right]\right)^{1 / 2}+\left(\mathbb{E}\left[\left|f\left(\xi_{ \pm t, 0}(y)\right)\right|^{2}\right]\right)^{1 / 2} \\
&\left.\left(\mathbb{E}\left[\left|\int_{0}^{t} r\left(D^{T} v_{ \pm}(r) \circ \xi_{ \pm t, r}(x)-D^{T} v_{ \pm}(r) \circ \xi_{ \pm t, r}(y)\right) \mathrm{d} W(r)\right|^{2}\right]\right)^{1 / 2}\right\} \\
& \leq \frac{1}{t \sqrt{\eta_{ \pm}}} \sup _{\Omega}\left\{L\left|f \circ \xi_{ \pm t, 0}\right|_{\gamma}\left(t+t^{3}\left\|D v_{ \pm}\right\|_{L^{\infty}\left([0, T] \times \mathbb{T}_{L}^{3}\right)}^{2}\right)^{1 / 2}\right. \\
&\left.+\left\|f \circ \xi_{ \pm t, 0}\right\|_{0}\left(t^{3} L^{2}\left|D v_{ \pm} \circ \xi_{ \pm}\right|_{L^{\infty}\left([0, T] \times[0, T] ; \mathscr{C} \gamma\left(\mathbb{T}_{L}^{3}\right)\right)}^{2}\right)^{1 / 2}\right\} \\
& \leq \frac{1}{t \sqrt{\eta_{ \pm}}} \sup _{\Omega}\left\{|f|_{\gamma} L\left\|D \xi_{ \pm t, 0}\right\|_{0}^{\gamma} t^{1 / 2}\left(1+C_{b} \frac{V t}{L}\right)\right. \\
&\left.\quad+\|f\|_{0} t^{3 / 2} L\left|D v_{ \pm}\right|_{L^{\infty}\left([0, T] ; \mathscr{C \gamma}\left(\mathbb{T}_{L}^{3}\right)\right)}\left\|D \xi_{ \pm t, 0}\right\|_{L^{\infty}\left([0, T] \times[0, T] \times \mathbb{T}_{L}^{3}\right)}^{\gamma}\right\} \\
& \leq \frac{1}{t \sqrt{\eta_{ \pm}}} \sup _{\Omega}\left\{C_{b}|f|_{\gamma} L t^{1 / 2}+C_{b}|f|_{\gamma} V t^{3 / 2}+C_{b}\|f\|_{0} V t^{3 / 2}\right\} \\
& \leq C_{b}\left(V \sqrt{\frac{t}{\eta_{ \pm}}}+\frac{L}{\sqrt{\eta_{ \pm} t}}\right)\|f\|_{0, \gamma},
\end{aligned}
$$

which ends the proof of (128).
Step 3. Here, for $k \geq 2$ and $\ell \in\{1,2,3\}$, we estimate the term $\left\|\mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]\right\|_{k, \gamma}$, appearing in (125). We start with $k=0$. Using (123)-(124) and (127), we obtain

$$
\begin{align*}
\left\|\mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]\right\|_{0} & =\left\|\mathbb{E}\left[\left(\nabla \times\left(A_{ \pm 0} \circ \xi_{ \pm t, 0}\right)\right)^{\ell}+\left(\nabla \times A_{ \pm 0} \circ \xi_{ \pm t, 0}\right)^{\ell}-\left(\nabla \times\left(A_{ \pm 0} \circ \xi_{ \pm t, 0}\right)\right)^{\ell}\right]\right\|_{0} \\
& \leq\left\|\nabla \times \mathbb{E}\left[A_{ \pm 0} \circ \xi_{ \pm t, 0}\right]\right\|_{0}+\sup _{\ell} \mathbb{E}\left[\left\|\varepsilon_{\ell m n} \partial_{i} A_{ \pm 0}^{n} \circ \xi_{ \pm t, 0}\left(\delta_{m i}-\partial_{m} \xi_{ \pm t, 0}^{i}\right)\right\|_{0}\right] \\
& \leq\left\|D \mathbb{E}\left[A_{ \pm 0} \circ \xi_{ \pm t, 0}\right]\right\|_{0}+\mathbb{E}\left[\left\|D A_{ \pm 0} \circ \xi_{ \pm t, 0}\left(I-D \xi_{ \pm t, 0}\right)\right\|_{0}\right] \\
& \leq\left\|D \mathbb{E}\left[A_{ \pm 0} \circ \xi_{ \pm t, 0}\right]\right\|_{0}+\mathbb{E}\left[\left\|D A_{ \pm 0} \circ \xi_{ \pm t, 0} D \varphi_{ \pm t, 0}\right\|_{0}\right] \\
& \leq\left\|D \mathbb{E}\left[A_{ \pm 0} \circ \xi_{ \pm t, 0}\right]\right\|_{0}+\mathbb{E}\left[\left\|D A_{ \pm 0} \circ \xi_{ \pm t, 0}\right\|_{0}\left\|D \varphi_{ \pm t, 0}\right\|_{0}\right] \\
& \leq \frac{C_{b}}{\sqrt{\eta_{ \pm} t}}\left\|A_{ \pm 0}\right\|_{0}+C_{b} \frac{V t}{L^{2}}\left|A_{ \pm 0}\right|_{1} \\
& \leq C_{b}\left(\frac{1}{\sqrt{\eta_{ \pm} t}}+\frac{V t}{L^{2}}\right)\left\|A_{ \pm 0}\right\|_{1} \tag{130}
\end{align*}
$$

which completes the treatment of the case $k=0$. For $k=1$, we have to bound only the semi-norm $\left|\mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]\right|_{1}$. Using (127) we obtain

$$
\begin{equation*}
\left|\mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]\right|_{1} \leq \frac{C_{b} L}{\sqrt{\eta_{ \pm} t}}\left\|B_{ \pm 0}\right\|_{0} \leq \frac{C_{b}}{\sqrt{\eta_{ \pm}}}\left\|A_{ \pm 0}\right\|_{1} . \tag{131}
\end{equation*}
$$

For $k=2$, we have to estimate $\left|\mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]\right|_{2}$ and $\left|\mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]\right|_{2, \gamma}$. We start with $\left|\mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]\right|_{2}$. Observe the following decomposition,

$$
\begin{equation*}
D^{2} \mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]=D \mathbb{E}\left[D B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]+D \mathbb{E}\left[D B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\left(D \xi_{ \pm t, 0}-I\right)\right] \tag{132}
\end{equation*}
$$

Using (127) for the first term of the right-hand side of (132) and using Lemma 2 for the second term of the right-hand side of (132), we obtain

$$
\begin{align*}
\left|\mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]\right|_{2} & \leq \frac{C_{b} L^{2}}{\sqrt{\eta_{ \pm}}}\left\|D B_{ \pm 0}^{\ell}\right\|_{0}+\frac{C_{b} V t}{L} L^{2}\left\|D^{2} B_{ \pm 0}^{\ell}\right\|_{0} \\
& \leq \frac{C_{b}}{\sqrt{\eta_{ \pm}}}\left\|A_{ \pm 0}\right\|_{2}+\frac{C_{b} V t}{L^{2}}\left\|A_{ \pm 0}\right\|_{3} . \tag{133}
\end{align*}
$$

We continue with $\left|\mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]\right|_{2, \gamma}$. Using (128) for the first term of the right-hand side of (132) and using Lemma 2 for the second term of the right-hand side of (132), we obtain

$$
\begin{align*}
\left|\mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]\right|_{2, \gamma} & \leq C_{b} L\left(V \sqrt{\frac{t}{\eta_{ \pm}}}+\frac{L}{\sqrt{\eta_{ \pm} t}}\right)\left\|D B_{ \pm 0}^{\ell}\right\|_{0, \gamma}+\frac{C_{b} V t}{L} L^{2}\left\|D^{2} B_{ \pm 0}^{\ell}\right\|_{0, \gamma} \\
& \leq C_{b}\left(V \sqrt{\frac{t}{\eta_{ \pm}}}+\frac{L}{\sqrt{\eta_{ \pm} t}}\right) \frac{\left\|A_{ \pm 0}\right\|_{2, \gamma}}{L}+\frac{C_{b} V t}{L^{2}}\left\|A_{ \pm 0}\right\|_{3, \gamma} . \tag{134}
\end{align*}
$$

Gathering (130), (131), (133) and (134), we obtain

$$
\left\|\mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]\right\|_{2, \gamma} \leq C_{b}\left(V \sqrt{\frac{t}{\eta_{ \pm}}}+\frac{L}{\sqrt{\eta_{ \pm} t}}\right) \frac{\left\|A_{ \pm 0}\right\|_{2, \gamma}}{L}+C_{b} \frac{V t}{L} \frac{\left\|A_{ \pm 0}\right\|_{3, \gamma}}{L} .
$$

By induction on $k$, with $k \geq 2$, we obtain

$$
\left\|\mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]\right\|_{k, \gamma} \leq C_{b}\left(V \sqrt{\frac{t}{\eta_{ \pm}}}+\frac{L}{\sqrt{\eta_{ \pm}}}\right) \frac{\left\|A_{ \pm 0}\right\|_{k, \gamma}}{L}+C_{b} \frac{V t}{L} \frac{\left\|A_{ \pm 0}\right\|_{k+1, \gamma}}{L},
$$

for $\ell \in\{1,2,3\}$. Using this last estimate and (125), we obtain

$$
\begin{align*}
\left\|B_{ \pm}^{\ell}\right\|_{k, \gamma} & \leq\left\|\mathbb{E}\left[B_{ \pm 0}^{\ell} \circ \xi_{ \pm t, 0}\right]\right\|_{k, \gamma}+C_{b} \frac{V t}{L} \frac{\left\|A_{ \pm 0}\right\|_{k+1, \gamma}}{L} \\
& \leq C_{b}\left(V \sqrt{\frac{t}{\eta_{ \pm}}}+\frac{L}{\sqrt{\eta_{ \pm} t}}\right) \frac{\left\|A_{ \pm 0}\right\|_{k, \gamma}}{L}+C_{b} \frac{V t}{L} \frac{\left\|A_{ \pm 0}\right\|_{k+1, \gamma}}{L}, \\
& \leq C_{b}\left(V \sqrt{\frac{t}{\eta_{ \pm}}}+\frac{L}{\sqrt{\eta_{ \pm} t}}+\frac{V t}{L}\right)\left\|B_{ \pm 0}\right\|_{k, \gamma} . \tag{135}
\end{align*}
$$

Setting

$$
\mathcal{R}_{m}^{ \pm}:=\frac{L}{\eta_{ \pm}}\left(\left\|A_{+0}\right\|_{k+1, \gamma}+\left\|A_{-0}\right\|_{k+1, \gamma}\right)=\frac{L V}{\kappa \eta_{ \pm}},
$$

we obtain from (135),

$$
\begin{equation*}
\left\|B_{ \pm}^{\ell}\right\|_{k, \gamma} \leq C_{b}\left(\sqrt{\mathcal{R}_{m}^{ \pm}}\left(\frac{V t}{L}\right)^{1 / 2}+\sqrt{\mathcal{R}_{m}^{ \pm}}\left(\frac{V t}{L}\right)^{-1 / 2}+\frac{V t}{L}\right)\left\|B_{ \pm 0}\right\|_{k, \gamma} \tag{136}
\end{equation*}
$$

From Theorem 3, we have for all $t \in[0, T], V t / L<1$. Hence $(V t / L)^{1 / 2}<(V t / L)^{-1 / 2}$, and (136) becomes

$$
\begin{equation*}
\left\|B_{ \pm}^{\ell}\right\|_{k, \gamma} \leq C_{b}\left(\sqrt{\mathcal{R}_{m}^{ \pm}}\left(\frac{V t}{L}\right)^{-1 / 2}+\frac{V t}{L}\right)\left\|B_{ \pm 0}\right\|_{k, \gamma} \tag{137}
\end{equation*}
$$

Maximizing the right-hand side of (137) with respect to $t$, we obtain

$$
T_{ \pm 0}=\frac{L}{V} \sqrt[3]{\mathcal{R}_{m}^{ \pm}}
$$

where $T_{ \pm 0}$ is the value of $t$ for which the maximum of the right-hand side of (137) is reached. Let us define $\mathcal{R}_{m}:=\max \left\{\mathcal{R}_{m}^{+}, \mathcal{R}_{m}^{-}\right\}$. Then $T_{ \pm 0} \leq T_{0}:=L \mathcal{R}_{m}^{1 / 3} / V$. We can choose $T_{0}$ small enough so that $T_{0}<T$, where $T$ is the local existence time of Theorem 3. Indeed, it is sufficient that $\mathcal{R}_{m}^{ \pm} \leq \mathcal{R}_{m}<(V T / L)^{3} \leq \delta^{3}$. For the time $T_{0}$ we obtain

$$
\left\|B_{ \pm}^{\ell}\left(T_{0}\right)\right\|_{k, \gamma} \leq C_{b} \mathcal{R}_{m}^{1 / 3}\left\|B_{ \pm 0}\right\|_{k, \gamma} \leq\left\|B_{ \pm 0}\right\|_{k, \gamma},
$$

for $\mathcal{R}_{m}$ small enough, i.e., $\mathcal{R}_{m}^{1 / 3} \leq C_{b}^{-1}$. Taking $\mathcal{R}_{m}^{*}:=\min \left\{\delta^{3}, C_{\mathrm{b}}^{-3}\right\}=\mathcal{R}_{m}^{*}\left(k, \gamma, d_{e}, d_{i}\right)$, there exists a time $T_{0} \leq T$ such that for all $\mathcal{R}_{m}^{ \pm} \leq \mathcal{R}_{m}<\mathcal{R}_{m}^{*}$, we obtain

$$
\left\|B_{ \pm}^{\ell}\left(T_{0}\right)\right\|_{k, \gamma} \leq\left\|B_{ \pm 0}\right\|_{k, \gamma} .
$$

The above proof, which holds on the time interval $\left[0, T_{0}\right]$, can be repeated on the time interval $\left[T_{0}, T_{1}\right]$ with $T_{1}>T_{0}$ by taking $B_{ \pm}\left(T_{0}\right)$ or $A_{ \pm}\left(T_{0}\right)$ as new initial conditions, and so on we obtain a global-in-time classical solution.

## Data availability

Data sharing is not applicable to this article as no new data were created or analyzed in this study.

## Acknowledgments

After completing this manuscript, the author learned from Gregory L. Eyink the publication of some references closely related to this work. We are grateful to Gregory L. Eyink and also to anonymous referees for these useful references. The author wishes to thank the referees for their useful suggestions and comments that have improved this paper.

## References

[1] H.M. Abdelhamid, Y. Kawazura, Z. Yoshida, Hamiltonian formalism of extended magnetohydrodynamics, J. Phys. A 48 (2015) 235502.
[2] H.M. Abdelhamid, M. Lingam, S.M. Mahajan, Extended MHD turbulence and its applications to the solar wind, Astrophys. J. 829 (87) (2016) 12.
[3] R. Abraham, J.E. Marsden, R. Ratiu, Manifolds, Tensor Analysis, and Applications, Applied Mathematical Sciences, vol. 75, Springer, 1988.
[4] D. Alonso-Orán, A.B. de León, D.D. Holm, S. Takao, Modelling the climate and weather of a 2D Lagrangian-averaged Euler-Boussinesq equation with transport noise, J. Stat. Phys. 179 (2020) 1267-1303.
[5] D. Alonso-Orán, A.B. de León, S. Takao, The Burgers' equation with stochastic transport: shock formation, local and global existence of smooth solutions, NoDEA Nonlinear Differential Equations Appl. 26 (2019) 57.
[6] L. Ambrosio, Transport equation and Cauchy problem for BV vector fields, Invent. Math. 158 (2004) 227-260.
[7] N. Andrés, P. Dmitruk, D. Gómez, Influence of the Hall effect and electron inertia in collisionless magnetic reconnection, Phys. Plasmas 23 (2016) 022903.
[8] N. Andrés, C. Gonzalez, L. Martin, P. Dmitruk, D. Gómez, Two-fluid turbulence including electron inertia, Phys. Plasmas 21 (2014) 122305.
[9] N. Andrés, L. Martin, P. Dmitruk, D. Gómez, Effects of electron inertia in collisionless magnetic reconnection, Phys. Plasmas 21 (2014) 072904.
[10] M. Arnaudon, A.B. Cruzeiro, S. Fang, Generalized stochastic Lagrangian paths for the Navier-Stokes equation, Ann. Sc. Norm. Super. Pisa Cl. Sci. 18 (2018) 1033-1060.
[11] S. Attanasio, F. Flandoli, Renormalized solutions for stochastic transport equations and the regularization by bilinear multiplicative noise, Comm. Partial Differential Equations 36 (2011) 1455-1474.
[12] T. Aubin, Nonlinear Problems in Riemannian Geometry, Springer, 1998.
[13] T. Aubin, A course in differential geometry, in: Graduate Studies in Mathematics, vol. 27, American Mathematical Society, 2001.
[14] P.M. Bellan, Fundamentals of Plasma Physics, Cambridge University Press, 2008.
[15] G. Ben Arous, F. Castell, Flow decomposition and large deviations, J. Funct. Anal. 140 (1996) 23-67.
[16] N. Besse, Regularity of the geodesic flow of the incompressible Euler equations on a manifold, Comm. Math. Phys. 375 (2020) 2155-2189.
[17] N. Besse, Lagrangian regularity of the electron magnetohydrodynamics flow on a bounded domain, J. Math. Anal. Appl. 511 (2022) 126076.
[18] N. Besse, E. Deriaz, E. Madaule, Adaptive multiresolution semi-Lagrangian discontinuous Galerkin methods for the Vlasov equations, J. Comput. Phys. 332 (2017) 376-417.
[19] N. Besse, U. Frisch, A constructive approach to regularity of Lagrangian trajectories for incompressible Euler flow in a bounded domain, Comm. Math. Phys. 351 (2017) 689-707.
[20] N. Besse, U. Frisch, Geometric formulation of the Cauchy invariants for incompressible Euler flow in flat and curved spaces, J. Fluid. Mech. 825 (2017) 412-478.
[21] N. Besse, E. Sonnendrücker, Semi-Lagrangian schemes for the Vlasov equation on an unstructured mesh of phase space, J. Comput. Phys. 191 (2003) 341-376.
[22] R.L. Bishop, R.J. Crittenden, Geometry of Manifolds, Academic Press, 1964.
[23] D. Biskamp, E. Schwarz, J.F. Drake, Ion-controlled collisionless magnetic reconnection, Phys. Rev. Lett. 75 (1995) 3850-3853.
[24] D. Biskamp, E. Schwarz, J.F. Drake, Two-dimensional electron magnetohydrodynamic turbulence, Phys. Rev. Lett. 76 (1996) 1264-1267.
[25] D. Biskamp, E. Schwarz, J.F. Drake, Two-fluid theory of collisionless magnetic reconnection, Phys. Plasmas 4 (1997) 1002-1009.
[26] D. Biskamp, E. Schwarz, A. Zeiler, A. Celani, J.F. Drake, Electron magnetohydrodynamic turbulence, Phys. Plasmas 6 (1999) 751-758.
[27] J.M. Bismut, Large Deviations and the Malliavin Calculus, Birkhäuser, 1984.
[28] A. Bradenburg, K. Subramanian, Astrophysical magnetic fields and nonlinear dynamo theory, Phys. Rep. 417 (2005) 1-209.
[29] S.V. Bulanov, F. Pegoraro, A.S. Sakharov, Magnetic reconnection in electron magnetohydrodynamics, Phys. Plasmas 4 (1992) 2499-2508.
[30] J.L. Burch, T.E. Moore, R.B. Torbert, B.L. Giles, Magnetospheric multiscale overview and science objectives, Space Sci. Rev. 199 (2016) 5-21.
[31] P. Catuogno, C. Olivera, $L^{p}$-solutions of the stochastic transport equation, Random Oper. Stoch. Equ. 21 (2013) 125-134.
[32] A.L. Cauchy, L'état du fluide à une époque quelconque du mouvement, Mémoires extraits des recueils de l'Académie des sciences de l'Institut de France, in: Théorie de la Propagation Des Ondes à la Surface D'un Fluide Pesant D'une Profondeur Indéfinie (Extraits des Mémoires présentés par divers savans à l'Académie royale des sciences de l'Institut de France et imprimés par son ordre), in: Sciences mathématiques et physiques. Tome I, vol. 1827, Seconde Partie, 1827, pp. 33-73.
[33] A. Celani, R. Prandi, G. Boffetta, Kolmogorov's law for two-dimensional electron magnetohydrodynamic turbulence, Europhys. Lett. 41 (1998) 13-18.
[34] N. Champagnat, P.-E. Jabin, Strong solutions to stochastic differential equations with rough coefficients, Ann. Probab. 46 (2018) 1498-1541.
[35] C.H. Chan, M. Czubak, M.M. Disconzi, The formulation of the Navier-Stokes equations on Riemannian manifolds, J. Geom. Phys. 121 (2017) 335-346.
[36] Y. Choquet-Bruhat, C. De Witt-Morette, M. Dillard-Bleick, Analysis, Manifolds and Physics, Part 1, North-Holland, 1977.
[37] P. Constantin, G. Iyer, A stochastic Lagrangian representation of the three-dimensional incompressible Navier-Stokes equations, Comm. Pure Appl. Math. 61 (2008) 330-345.
[38] P. Constantin, G. Iyer, A stochastic-Lagrangian approach to the Navier-Stokes equations in domains with boundary, Ann. Appl. Probab. 21 (2011) 1466-1492.
[39] B. Coquinot, P.J. Morrison, A general metriplectic framework with application to dissipative extended magnetohydrodynamics, J. Plasma Phys. 86 (2020) 835860302.
[40] D. Crisan, F. Flandoli, D.D. Holm, Solution properties of a 3D stochastic Euler fluid equation, J. Nonlinear Sci. 29 (2019) 813-870.
[41] E. D'Avignon, P.J. Morrison, M. Lingam, Derivation of the Hall and extended magnetohydrodynamics, Phys. Plasmas 23 (2016) 062101.
[42] R.J. DiPerna, P.-L. Lions, Ordinary differential equations, transport theory and Sobolev spaces, Invent. Math. 98 (1989) 511-547.
[43] P. Do Carmo, Riemannian Geometry, Birkhäuser, 1993.
[44] E. Dormy, P. Cardin, D. Jault, MHD flow in a slightly differentially rotating spherical shell, with conducting inner core, in a dipolar magnetic field, Earth Planet. Sci. Lett. 160 (1998) 15-30.
[45] T.D. Drivas, D.D. Holm, Circulation and energy theorem preserving stochastic fluids, Proc. Roy. Soc. Edinburgh Sect. A 150 (2020) 2776-2814.
[46] T.D. Drivas, D.D. Holm, J.-M. Leahy, Lagrangian averaged stochastic advection by Lie transport for fluids, J. Stat. Phys. 179 (2020) 1304-1342.
[47] D.G. Ebin, J.E. Marsden, Groups of diffeomorphisms and the motion of an incompressible fluid, Ann. of Math. 92 (1970) 102-163.
[48] K.D. Elworthy, Stochastic Differential Equations on Manifolds, in: Lecture Notes Series, 70, Cambridge University Press, 1982.
[49] K.D. Elworthy, Geometric aspects of diffusion on manifolds, in: P.L. Hennequin (Ed.), Ecole d'été de probabilités de Saint-Flour XV-XVII 1985-1987, in: Lecture Notes in Mathematics, vol. 1362, Springer, 1988, pp. 276-425.
[50] K.D. Elworthy, Stochastic flows on Riemannian manifolds, in: M.A. Pinsky, V. Wihstutz (Eds.), Diffusion Processes and Related Problems in Analysis, Vol. II. Birkhauser Progress in Prabability, Birkhauser, 1992, pp. 37-72.
[51] K.D. Elworthy, Y. Le Jan, X.-M. Li, Concerning the geometry of stochastic differential equations and stochastic flows, in: New Trends in Stochastic Analysis (Charingworth, 1994), World Sci. Publ. River Edge, NJ, 1997.
[52] K.D. Elworthy, Y. Le Jan, X.-M. Li, On the geometry of diffusion operators and stochastic flows, in: Lecture Notes in Mathematics, vol. 1720, Springer, 1999.
[53] K.D. Elworthy, Y. Le Jan, X.-M. Li, The Geometry of Filtering, Springer, 2010.
[54] K.D. Elworthy, S. Rosenberg, Homotopy and homology vanishing theorems and the stability of stochastic flows, Geom. Funct. Anal. vol. 6 (1996) 51-78.
[55] G.L. Eyink, Stochastic line motion and stochastic flux conservation for nonideal hydromagnetic models, J. Math. Phys. vol. 50 (2009) 083102.
[56] G.L. Eyink, Stochastic least-action principle for the incompressible Navier-Stokes equation, Physica D vol. 239 (2010) 1236-1240.
[57] G.L. Eyink, A. Gupta, T.A. Zaki, Stochastic Lagrangian dynamics of vorticity. Part 1. General theory for viscous, incompressible fluids, J. Fluid Mech. vol. 901 (2020) A2.
[58] G.L. Eyink, A. Gupta, T.A. Zaki, Stochastic Lagrangian dynamics of vorticity. Part 2. Application to near-wall channel-flow turbulence, J. Fluid Mech. vol. 901 (2020) A3.
[59] G.L. Eyink, E. Vishniac, C. Lalescu, H. Aluie, K. Kanov, K. Bürger, R. Burns, C. Meneveau, A. Szalay, Flux-freezing breakdown in high-conductivity magnetohydrodynamic turbulence, Nature vol. 467 (2013) 466-469.
[60] S. Fang, D. Luo, Constantin and Iyer's representation formula for the Navier-Stokes equations on manifolds, Potential Anal. vol. 48 (2018) 181-206.
[61] E. Fedrizzi, F. Flandoli, Pathwise uniqueness and continuous dependence of SDEs with non-regular drift, Stochastics vol. 83 (2011) 241-257.
[62] E. Fedrizzi, F. Flandoli, Hölder flow and differentiability for SDEs with non regular drift, Stoch. Anal. Appl. vol. 31 (2013) 708-736.
[63] E. Fedrizzi, F. Flandoli, Noise prevents singularities in linear transport equations, J. Funct. Anal. vol. 264 (2013) 1329-1354.
[64] A. Figalli, Existence and uniqueness of martingale solutions for SDEs with rough or degenerate coefficients, J. Funct. Anal. vol. 254 (2008) 109-153.
[65] F. Flandoli, Random perturbation of PDEs and fluid dynamic models, in: École d'été de probabilités de Saint-Flour XL-2010, 2015.
[66] F. Flandoli, M. Gubinelli, E. Priola, Well-posedness of the transport equation by stochastic perturbation, Invent. Math. vol. 180 (2010) 1-53.
[67] F. Flandoli, M. Maurelli, M. Neklyudov, Noise prevents infinite stretching of the passive field in a stochastic vector advection equation, J. Math. Fluid Mech. vol. 16 (2014) 805-822.
[68] J.P. Freidberg, Ideal MHD, Plenum Press, 1987, (Cambridge University Press, 2014).
[69] M.I. Freidlin, A.D. Wentzell, Random perturbations of dynamical systems, in: Grundlehren Der Mathematischen Wissenschaften, third ed., vol. 260, 2012.
[70] U. Frisch, V. Zheligovsky, A very smooth ride in rough sea, Comm. Math. Phys. vol. 326 (2014) $499-505$.
[71] Y. Fukumoto, X. Zhao, Well-posedness and large time behavior of solutions for the electron inertial Hall-MHD system, Adv. Differential Equations vol. 24 (2019) 31-68.
[72] L. Galimberti, K.H. Karlsen, Renormalization of stochastic continuity equations on Riemannian manifolds, Stochastic Process. Appl. vol. 142 (2021) 195-244.
[73] L. Galimberti, K.H. Karlsen, Well-posedness of stochastic continuity equations on Riemannian manifolds, 2021, arXiv :2101.06934.
[74] S. Galtier, Wave turbulence in incompressible Hall magnetohydrodynamics, J. Plasma Phys. vol. 72 (2006) 721-769.
[75] B. Gess, S. Smith, Stochastic continuity equations with conservative noise, J. Math. Pures Appl. vol. 128 (2019) 225-263.
[76] D. Gilbarg, N.S. Trudinger, Elliptic partial differential equations of second order, in: Classics in Mathematics, Springer, 1998.
[77] F.X. Giraldo, J.S. Hesthaven, T. Warburton, Nodal high-order discontinuous Galerkin methods for the spherical shallow water equations, J. Comput. Phys. vol. 181 (2002) 499-525.
[78] J.P.H. Goedbloed, S. Poedts, Principles of Magnetohydrodynamics, Cambridge University Press, 2004.
[79] A.V. Gordeev, A.S. Kingsep, L.I. Rudakov, Electron magnetohydrodynamics, Phys. Rep. 243 (1994) $215-315$.
[80] A.V. Gordeev, L.I. Rudakov, Instability of a plasma in a strongly inhomogeneous magnetic field, Sov. Phys.-JETP vol. 28 (1969) 1226-1231; Zh. Eksp. Teor. Fiz. 55 (1968) 2310-2321.
[81] D. Grasso, E. Tassi, H.M. Abdelhamid, P.J. Morrison, Structure and computation of two-dimensional incompressible extended MHD, Phys. Plasmas 24 (2017) 012110.
[82] D. Guidetti, Optimal regularity for mixed parabolic problems in spaces of functions which are Hölder continuous with respect to space variables, Ann. Sc. Norm. Super Pisa Cl. Sci. 26 (1998) 763-790.
[83] W. Guo, R.D. Nair, J.-M. Qiu, A conservative semi-Lagrangian discontinuous Galerkin scheme on the cubed sphere, Mon. Wea. Rev. 142 (2014) 457-475.
[84] R.J. Hastie, Sawtooth instability in tokamak plasmas, Astrophys. Space Sci. 256 (1997) 177-204.
[85] E. Hebey, Nonlinear analysis on manifolds: Sobolev spaces and inequalities, in: Courant Lecture Notes, vol. 5, CIMS, American Mathematical Society, 2000.
[86] T. Hertel, N. Besse, U. Frisch, The Cauchy-Lagrange method for 3D-axisymmetric wall-bounded and potentially singular incompressible Euler flows, J. Comput. Phys. 449 (2022) 110758.
[87] S. Hochgerner, Stochastic mean-field approach to fluid dynamics, J. Nonlinear Sci. 28 (2018) 725-737.
[88] D.D. Holm, Variational principles for stochastic fluid dynamics, Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 471 (2015) 20140963.
[89] L. Hörmander, Hypoelliptic second order differential equations, Acta Math. 119 (1967) 147-171.
[90] L. Hörmander, The Analysis of Linear Partial Differential Operators, II, III, Springer, 1985.
[91] E.P. Hsu, Stochastic Analysis on Manifolds, Graduate Studies in Mathematics, vol. 38, American Mathematical Society, 2002.
[92] N. Ikeda, S. Watanabe, Stochastic Differential Equations and Diffusion Processes, North-Holland, 1989.
[93] M.B. Isichenko, A.M. Mamachev, Nonlinear wave solutions of electron MHD in a uniform plasma, Sov. Phys.-JETP 66 (1987) 702-708; Zh. Eksp. Teor. Fiz. 93 (1987) 1244-1255.
[94] G. Iyer, A stochastic perturbation of inviscid flows, Comm. Math. Phys. 266 (2006) 631-645.
[95] G. Iyer, A stochastic Lagrangian proof of global existence of Navier-Stokes equations for flows with small Reynolds number, Ann. Inst. H. Poincaré Anal. Non Linéaire 26 (2009) 181-189.
[96] J. Jost, Riemannian Geometry and Geometric Analysis, Springer, 2017.
[97] I. Keramidas Charidakos, M. Lingam, P.J. Morrison, R.L. White, A. Wurm, Action principles for extended magnetohydrodynamic models, Phys. Plasmas 21 (2014) 092118.
[98] A.S. Kingsep, K.V. Chukbar, V.V. Yan'kov, Electron magnetohydrodynamics, in: B.B. Kadomtsev (Ed.), Review of Plasma Physics, vol. 16, Consultants Bureau, New York, 1990, pp. 243-291.
[99] M.G. Kivelson C.T. Russell, Introduction To Space Physics, Cambridge University Press, 1995.
[100] M. Kono, P.H. Roberts, Recent geodynamo simulations and observations of the geomagnetic field, Rev. Geophys. 40 (2002) 1-53.
[101] S.N. Kruzhkov, A. Castro, M. Lopez, Schauder type estimates and theorems for the solution of basic problems for linear and nonlinear parabolic equations, Dokl. Akad. Nauk. SSSR 220 (1975) 277-280, (in Russian); Soviet Math. Dokl. 16 (1975) 60-64.
[102] S.N. Kruzhkov, A. Castro, M. Lopez, Mayoraciones de Schauder y theorema de existencia de las soluciones del problema de Cauchy para ecuaciones parabolicas lineales y no lineales I, Cienc. Math. (Havana) 1 (1980) 55-76.
[103] S.N. Kruzhkov, A. Castro, M. Lopez, Mayoraciones de Schauder y theorema de existencia de las soluciones del problema de Cauchy para ecuaciones parabolicas lineales y no lineales II, Cienc. Math. (Havana) 3 (1982) 37-56.
[104] N.V. Krylov, Lectures on Elliptic and Parabolic Equations in Hölder Spaces, American Mathematical Society, 1996.
[105] N.V. Krylov, E. Priola, Elliptic and parabolic second-order PDEs with growing coefficients, Comm. Partial Differential Equations 35 (2009) 1-22.
[106] H. Kunita, Some extensions of Ito's formula, in: Séminaire de Probabilités XV 1979/80, pp. 118-141.
[107] H. Kunita, On backward stochastic differential equations, Stochastics 6 (1982) 293-313.
[108] H. Kunita, Stochastics differential equations and stochastic flows of diffeomorphisms, in: P.L. Hennequin (Ed.), Ecole d'été de probabilités de Saint-Flour XII, in: Lecture Notes in Mathematics, vol. 1097, Springer, 1987, pp. 143-303.
[109] H. Kunita, Stochastic flows and stochastic differential equations, in: Cambridge Studies in Advanced Mathematics, vol. 24, Cambridge Univ. Press, 1997.
[110] E.A. Kuznetsov, V.P. Ruban, Hamiltonian dynamics of vortex and magnetic lines in hydrodynamic type systems, Phys. Rev. E 61 (2000) 831-841.
[111] O.A. Ladyzhenskaya, V.A. Solonnikov, N.N. Ural'ceva, Linear and Quasi-Linear Parabolic Equations, American Mathematical Society, 1968.
[112] P. Lauritzen, R. Nair, P, Ullrich A conservative semi-Lagrangian multi-tracer transport scheme (CSLAM) on the cubed-sphere grid, J. Comput. Phys. 229 (2010) 1401-1424.
[113] A. Lazarian, G.L. Eyink, E.T. Vishniac, Relation of astrophysical turbulence and magnetic reconnection, Phys. Plasmas 19 (2012) 012105.
[114] A.B. de León, D.D. Holm, E. Luesink, S. Takao, Implications of Kunita-Itô-Wentzell formula for $k$-forms in stochastic fluid dynamics, J. Nonlinear Sci. 30 (2020) 1421-1454.
[115] A.B. de León, S. Takao, Transport noise restores uniqueness and prevents blow-up in geometric transport equations, 2022, arXiv:2211.14695.
[116] G.M. Lieberman, Second Order Parabolic Differential Equations, World Scientific, 1996.
[117] M. Lingam, G. Milosevich, P.J. Morrison, Remarkable connections between extended magnetohydrodynamics models, Phys. Plasmas 22 (2015) 072111.
[118] M. Lingam, G. Milosevich, P.J. Morrison, Concomitant Hamiltonian and topological structures of extended magnetohydrodynamics, Phys. Lett. A 380 (2016) 2400-2406.
[119] B. Lisa, F. Flandoli, M. Gubinelli, M. Maurelli, Stochastic ODEs and stochastic linear PDEs with critical drift: regularity, duality and uniqueness, Electron. J. Probab. 24 (2019) 1-72.
[120] L. Lorenzi, Optimal schauder estimates for parabolic problems with data measurable with respect to time, SIAM J. Math. Anal. 32 (2000) 588-615.
[121] V.R. Lüst, Über die ausbreitung von wellen in einem plasma, Fortschr. Phys. 7 (1959) 503-558.
[122] A.J. Majda, A.V. Bertozzi, Vorticity and Incompressible Flow, Cambridge University Press, 2002.
[123] P. Malliavin, Stochastic analysis, in: A Series of Comprehensive Studies in Mathematics, vol. 313, Springer, 1997.
[124] O. Menoukeu-Pamen, T. Meyer-Brandis, T.K. Nilssen, F.N. Proske, T. Zhang, A variational approach to the construction and Malliavin differentiability of strong solutions of SDEs, Math. Ann. 357 (2013) 761-799.
[125] G. Milosevich, M. Lingam, P.J. Morrison, On the structure and statistical theory of turbulence of extended magnetohydrodynamics, New. J. Phys. 19 (2017) 015007.
[126] P.D. Mininni, D.C. Montgomery, L. Turner, Energy transfer in Hall-MHD turbulence: cascades, backscatter, and dynamo action, J. Plasma Phys. 73 (2007) 377-401.
[127] P.D. Mininni, D.C. Montgomery, L. Turner, Hydrodynamic and magnetohydrodynamic computations inside a rotating sphere, New J. Phys. 9 (2007) 303.
[128] M. Mitrea, M. Taylor, Navier-Stokes equations on Lipschitz domains in Riemannian manifolds, Math. Ann. 321 (2001) 955-987.
[129] S.-E.A. Mohammed, T.K. Nilssen, F.N. Proske, Sobolev differentiable stochastic flows for SDEs with singular coefficients: applications to the transport equation, Ann. Probab. 43 (2015) 1535-1576.
[130] A.I. Morozov, P. Shubin, On the theory of electromagnetic effects in the presence of the Hall effect, Sov. Phys.-JETP 19 (1964) 484-489; Zh. Eksp. Teor. Fiz. 46 (1964) 710-718.
[131] R.D. Nair, S.J. Thomas, R.D. Loft, A discontinuous Galerkin global shallow water model, Mon. Wea. Rev. 133 (2005) 876-888.
[132] R.D. Nair, S.J. Thomas, R.D. Loft, A discontinuous Galerkin transport scheme on the cubed sphere, Mon. Wea. Rev. 133 (2005) 814-828.
[133] Y. Narita, et al., On electron-scale whistler turbulence in the solar wind, Astrophys. J. 827 (L8) (2016) 5.
[134] J. Nash, $C^{1}$-Isometric imbeddings, Ann. Math. 60 (1954) 383-396.
[135] J. Nash, The imbedding problem for Riemannian manifolds, Ann. Math. 63 (1956) 20-63.
[136] W. Neves, C. Olivera, Wellposedness for stochastic continuity equations with Ladyzhenskaya-Prodi-Serrin condition, NoDEA Nonlinear Differential Equations Appl. 22 (2015) 1247-1258.
[137] C. Olivera, Regularization by noise in one-dimensional continuity equation, Potential Anal. 51 (2019) 23-35.
[138] X. Peng, F. Xiao, W. Ohfuchi, H. Fuchigami, Conservative semi-Lagrangian transport on a sphere and the impact on vapor advection in an atmospheric general circulation model, Mon. Wea. Rev. 133 (2005) 504-520.
[139] V. Pierfelice, The incompressible Navier-Stokes equations on non-compact manifolds, J. Geom. Anal. 17 (2017) 577-617.
[140] O. Podvigina, V. Zheligovsky, U. Frisch, The Cauchy-Lagrangian method for numerical analysis of Euler flow, J. Comput. Phys. 306 (2016) 320-342.
[141] S. Punshon-Smith, Renormalized solutions to stochastic continuity equations with rough coefficients, 2017, arXiv:1710 .06041.
[142] M. Rancic, R.J. Purser, F. Mesinger, A global shallow-water model using an expanded spherical cube: Gnomonic versus conformal coordinates, Q. J. Roy. Meteor. Soc. 122 (1996) 959-982.
[143] D.L. Rapoport, Random diffeomorphisms and integration of the classical Navier-Stokes equations, Rep. Math. Phys. 49 (2002) 1-27.
[144] J. Ren, X. Zhang, Freidlin-Wentzell's large deviations for homeomorphism flows of non-Lipschitz SDEs, Bull. Sci. Math. 129 (2005) 643-655.
[145] F. Rezakhanlou, Stochastically symplectic maps and their applications to the Navier-Stokes equation, Ann. Inst. H. Poincaré Anal. Non Linéaire 33 (2016) 1-22.
[146] C. Ronchi, R. Iacono, P.S. Paolucci, The cubed sphere: a new method for the solution of partial differential equations in spherical geometry, J. Comput. Phys. 124 (1996) 93-114.
[147] J.A. Rossmanith, A wave propagation algorithm for hypberbolic systems on the sphere, J. Comput. Phys. 213 (2006) 629-658.
[148] J.A. Rossmanith, D.S. Bale, R.J. LeVeque, A wave propagation algorithm for hypberbolic systems on curved manifolds, J. Comput. Phys. 199 (2004) 631-662.
[149] V.P. Ruban, Motion of magnetic flux lines in magnetohydrodynamics, JETP 89 (1999) 299-310.
[150] R. Sadourny, Conservative finite-difference approximations of the primitive equations on quasi-uniform spherical grids, Mon. Wea. Rev. 100 (1972) 211-224.
[151] F. Sahraoui, M.L. Goldstein, A. Rétino, P. Robert, Y.V. Khotyaintsev, Evidence of a cascade and dissipation of solar-wind turbulence at the electron gyroscale, Phys. Rev. Lett. 102 (2009) 231102.
[152] F. Sahraoui, S.Y. Huang, G. Belmont, M.L. Goldstein, A. Rétino, P. Robert, J. De Patoul, Scaling of the electron dissipation range of solar wind turbulence, Astrophys. J. 777 (15) (2013) 11.
[153] D. Saikh, P.K. Shukla, 3D simulations of fluctuation spectra in the Hall-MHD plasma, Phys. Rev. Lett. 102 (2013) 045004.
[154] S. Servidio, P. Dmitruk, A. Greco, M. Wan, S. Donato, P.A. Cassak, M.A. Shay, V. Carbone, W.H. Matthaeus, Magnetic reconnection as an element of turbulence, Nonlinear Processes Geophys. 18 (2001) 675-695.
[155] P.B. Snyder, G.W. Hammett, A Landau fluid model for electromagnetic plasma microturbulence, Phys. Plasmas 8 (2001) 3199-3216.
[156] E.M. Stein, Singular integrals and differentiability properties of functions, in: Princeton Mathematical Series, vol. 30, Princeton University Press, Princeton, N.J, 1970.
[157] D. Stroock, An introduction to the analysis of paths on a Riemannian manifold, in: Mathematical Surveys and Monographs, vol. 74, American Mathematical Society, 2000.
[158] R.N. Sudan, A. Cavaliere, M.N. Rosenbluth, Nonlinear interaction of helicons (whistlers) in inhomogeneous media, Phys. Rev. 158 (1967) 387-396.
[159] M.E. Taylor, Partial differential equations III: nonlinear equation, in: Applied Mathematical Sciences, vol. 117, Springer, 1996.
[160] H. Triebel, Theory of Function Spaces II, Birkhäuser, 1992.
[161] M. Wang, G.L. Eyink, T.A. Zaki, The origin of skin-friction increase in laminar-to-turbulence transition: a stochastic Lagrangian analysis, in: 74th Annual Meeting of the APS Division of Fluid Dynamics, vol. 66, (17) Bulletin of the American Physical Society, 2021.
[162] M Wang, G.L. Eyink, T.A. Zaki, Origin of enhanced skin friction at the onset of boundary-layer transition, J. Fluid Mech. vol. 941 (2022) A32.
[163] H. Whitney, Differentiable manifolds, Ann. Math 37 (1936) 645-680.
[164] H. Whitney, The self-intersections of a smooth n-manifold in 2n-space, Ann. Math. 37 (1944) $220-246$.
[165] K. Yamazaki, Stochastic Lagrangian formulations for damped Navier-Stokes equations and Boussinesq system, with applications, Commun. Stoch. Anal. 12 (2018) 447-471.
[166] M. Zerroukat, N. Wood, A. Staniforth, SLICE-S: A semi-Lagrangian Inherently Conserving and Efficient scheme for transport problems on the Sphere, Q. J. R. Meteorol. Soc. 130 (2004) 2649-2664.
[167] X. Zhang, Stochastic flows of SDEs with irregular coefficients and stochastic transport equations, Bull. Sci. Math. 134 (2010) 340-378.
[168] X. Zhang, A stochastic representation for backward incompressible Navier-Stokes equations, Probab. Theory Related Fields 148 (2010) 305-332.
[169] X. Zhang, Stochastic homeomorphism flows of SDEs with singular drifts and Sobolev diffusion coefficients, Electron. J. Probab. 16 (2011) 1096-1116.
[170] X. Zhang, Well-posedness and large deviation for degenerate SDEs with Sobolev coefficients, Rev. Math. Iberoam. 29 (2013) 25-52.
[171] K. Zhang, G. Schubert, Magnetohydrodynamics in rapidly rotating spherical systems, Annu. Rev. Fluid Mech. 32 (2000) 409-443.
[172] V. Zheligovsky, U. Frisch, Time-analyticity of Lagrangian particle trajectories in ideal fluid flow, J. Fluid Mech. 749 (2014) 404-430.


[^0]:    E-mail address: Nicolas.Besse@oca.eu.

